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Principle of Signal induction 

•  A point charge q at distance z0 
above a grounded metal plate 
induces a surface charge 

•  Different positions of q yield 
different charge distributions 

•  Here image charges can be used 

1 Some theory

nGe =4.0 (1)

c=75m/µs (2)

vdrift � 10 cm/µs (3)

d� 10 cm (4)

∂B,D

∂t
� 0 (5)

Average energy per e/h pair: Ge 2.96 eV / Si 3.62 eV
γ(1MeV) in germanium creates 3, 4 · 105 e/h pairs
Space charge (Ge) � 1010 charges/cm2

Ez(x, y)=− qz0
2πε0(x2 + y2 + z20)3/2

(6)

Ex, Ey =0 (7)

(8)

σ(x, y)= ε0Ez(x, y) (9)

Qind =
� ∞

−∞

� ∞

−∞
σ(x, y)dxdy = −q (10)
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Principle of Signal induction 

If we segment the metal plate 
and keep individual strips grounded: 
 
•  Surface charge does not change 

compared to continuous plate 
•  The charge on each segment is 

now depending on position of q 
•  The movement of charge q 

induces a current 
 
Method for image charges created 
for irregular geometries is required 
 

1 Some theory

nGe =4.0 (1)

c=75m/µs (2)

vdrift � 10 cm/µs (3)

d� 10 cm (4)

∂B,D

∂t
� 0 (5)

Average energy per e/h pair: Ge 2.96 eV / Si 3.62 eV
γ(1MeV) in germanium creates 3, 4 · 105 e/h pairs
Space charge (Ge) � 1010 charges/cm2

Ez(x, y)=− qz0
2πε0(x2 + y2 + z20)3/2

(6)

Ex, Ey =0 (7)

(8)

σ(x, y)= ε0Ez(x, y) (9)

Qind =
� ∞

−∞

� ∞

−∞
σ(x, y)dxdy = −q (10)

Ez(x, y)=− qz0
2πε0(x2 + y2 + z20)3/2

(11)

(12)

Q1(z0)=
� ∞

−∞

� w/2

−w/2
σ(x, y)dxdy = −2q

π
arctan

w

2z0
(13)

(14)

z(t)= z0 − vt (15)

⇓ (16)

I1(t)=−dQ1

dt
= −∂Q1

∂z

dz

dt
=

4qw

π[4z(t)2 + w2]
· v (17)

(18)
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Assumption 
• Maxwell -> Quasi steady state approximation: 

 

 
 
• Allows separation of problem: 

•  First calculate path z(t) of free charges 
•  Secondly: For each position of the trajectory, 

calculate the induced charge Qind(t) in the electrode of interest.  

Pauli lectures on physics, Volume 1, chapter 3: 

1 Some theory

nGe =4.0 (1)

c=75m/µs (2)

vdrift � 10 cm/µs (3)

d� 10 cm (4)

dq

dt
= − < σ v > Ntq ⇔ q(t) = q0 · e−

� t

0
<σv>Ntdt� (5)

< σ v >∝ E
x
< v

y
> (6)

< σ v >∝ vd

E
(7)

qE =
Qq

4πεr2max

⇔ σ ∝ 4πr2max =
Q

εE
(8)

Qe,h = −
� te

0

�
�∇φi · �ve,h

�
· ne,h(t)dt (9)

ηie,h(�x0) = −
� te

0

�
�∇φi · �ve,h

�
· q(t)
q0

dt (10)

ηitot(�x0) = ηie(�x0) + ηih(�x0) (11)

(12)

�φi(�x0) + [1− φi(�x0)] ∼= 1 (13)

ηie(Ne)= ηie(0) +Ne
dηie
dNt

|0 +
1

2
N

2
e

d2ηie
dN2

t
|0 + · · · (14)

ηih(Nh)= ηih(0) +Nh
dηih
dNt

|0 +
1

2
N

2
h

d2ηih
dN2

t
|0 + · · · (15)

ηi(Ne, Nh)= 1 +

�

Ne
dηie
dα

|0 +Nh
dηih
dα

|0
�

+O(2) · · · (16)

ηi(0, 0) = ηie(0) + ηih(0) = 1 (17)
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The Shockley-Ramo theorem 
•  The problem: 
 
 
•  The superposition principle: 

•  Charges / current that flow during 
power up are not of interest  

 
 
 
 
 

• Signal shapes are independent of 
the space charge in the detector 

3.1 The Shockley-Ramo theorem 14

velocity of the charge q on the field strength is known, we can predict its path
between the electrodes. The description of the mobility of electrons and holes
as function of the field is far from trivial and will be extensively studied in
chapters 6,7,8. The remaining problem, to reconstruct the time dependence
of the charge signal induced on each electrode, is therefore reduced to:

Problem 3.0.1 Find the surplus of charge that is induced in elec-
trode i by the presence of charge q at any position �x0 along its tra-
jectory.

As we only refer to this problem in the quasi-steady state approximation,
we can omit here the time dependence of �x0.

In the specific case of our segmented detector, we have the following
situation: The detector has the core electrode biased at high voltage and
the segments virtually grounded such that the detector is fully depleted. The
ionized impurities present at fixed positions in the germanium crystal lattice
form a stationary space charge density ρ(�x) [31, p.369], which has a strong
influence1 on the electrical field strength. Finally, we are only interested in
the image charges created by the free charge carriers q created in the bulk
of the germanium material by ionizing radiation.

3.1 The Shockley-Ramo theorem

The total charge Qi induced on an electrode i with surface Si can be calcu-
lated by integration of the normal component of the electrical field �E outside
this surface (see Gauss’s law [32, p.688],[33, p.32]):

Qi =
�

Si

� �E · d�Si (3.1)

in which � represents the dielectric constant of the medium (16 · �0 for ger-
manium).

The total field �E(�x) = −∇φ(�x) is obtained through solution of the Pois-
son equation with Dirichelet boundary conditions:

∇2φ(�x) = −[ρ(�x) + qδ(�x− �x0)]/� φ|Sj = Vj

The linearity of the Poisson equation and the applied boundary conditions
allow us to separate the total potential φ(�x) into the contributions from
the steady state potentials φ0(�x) created by the applied voltages and the

1In the worst case, its influence could cause that the detector is not fully depleted.
ê 

3.1 The Shockley-Ramo theorem 15

space charge and the quasi-steady state potential φq(�x) created by the point

charge at position �x0:

φ(�x) = φ0(�x) + φq(�x) with

∇2φ0(�x) = −ρ(�x)/� φ|Sj = Vj

∇2φq(�x) = −qδ(�x− �x0)/� φ|Sj = 0 (3.2)

The separation of potentials invokes an analogous separation of the total

electrical field into the parts: �E(�x) = �E0(�x) + �Eq(�x). Applying formula 3.1

then yields

Qi = Q0i + Qqi with

Q0i =

�

Si

� �E0 · d�Si

Qqi =

�

Si

� �Eq · d�Si (3.3)

The fractions Q0i are time-independent and are related to the capacity be-

tween the electrodes. The fraction of interest is the extra charge Qqi created

on the electrode i by the point charge q. The quasi-steady state requires

that Qqi � Q0i. Observe that in For. 3.2, 3.3 the potentials Vi and the space

charge ρ(�x) do not show up. From this, we can state that:

Corollary 3.1.1 The charges induced by charge q do not depend on
the applied potentials nor on the space charge in between electrodes.

Unfortunately the independence on space charge has been questioned in

the past by several authors. Although their criticism was unjustified [34, 35],

this has added to the mystification of the subject such that even in standard

work on radiation detection2, violations against this theorem have subsisted.

For moving charges, Gauss’s law (For. 3.3) is not very useful as it would

require to calculate the potential φq again when the position of q has changed.

Luckily, there exist a very elegant way to work around this problem:

2In Knoll [31, p.423], a space charge dependent model for the induced charges is derived
although the author is obviously aware of the correct version, see [31, Appendix D].

✗ 
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The Shockley-Ramo theorem 
•  Consider V the volume excluding all electrodes 
•  Consider the potentials Φ, Ψ corresponding to: 

•  Relate both potentials using Greens 2nd identity: 

Potential Φ 

Potential Ψ 

Table 1
default

potential X ∆X X|Sj
∂X
∂n |Sj

Φ −qδ(�x− �x0)/ε 0 −σq,j/ε

Ψ 0 δi,j −τj/ε

3

Table 1
default

potential X ∆X X|Sj
∂X
∂n |Sj

Φ −qδ(�x− �x0)/ε 0 −σq,j/ε

Ψ 0 δi,j −τj/ε

�

V
Φ∆Ψ−Ψ∆Φ dV =

�

S
Φ
∂Ψ

∂n
−Ψ

∂Φ

∂n
dS (19)

(20)
�

V
Ψ · qδ(�x− �x0) dV =−

�

j

�

Sj

δi,j · σq,j dS (21)

(22)

qΨ(�x0)=−
�

Si

σq,i dS = −Qind,i (23)

(24)
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The Shockley-Ramo theorem 
•  The induced charge Qqi on electrode i  

by a point charge q located at position x0 is 

•  With weighting potential      defined by 

•  The current Iqi(t) to electrode i is then given by 

•  The function                              is called the weighting field 

3.1 The Shockley-Ramo theorem 16

The Schockley-Ramo theorem 3.1.1 The induced charge Qqi

on electrode i by a point charge q located at �x0 is given by

Qqi = −q · ψi(�x0) (3.4)

with ψi defined by:

∇2ψi(�x) = 0 φ|Sj = δi,j (3.5)

The momentary current Iqi induced by the movement of q is:

Iqi(t) = q �Eψi(�x0(t)) · �v(t) (3.6)

with �v(t) the momentary drift velocity of q.

ψi is called the weighting potential related to electrode i and �Eψi = −∇ψi

is the corresponding weighting field. The advantage compared to For. 3.3
is clear: the weighting potentials need to be calculated only once. State-
ment 3.6 follows directly from For. 3.5 by taking the time derivative of the
latter and using the chain rule: d

dt = ∂
∂x

dx
dt + ∂

∂y
dy
dt + ∂

∂z
dz
dt . An elegant way

to prove For. 3.5 is by making use of Green´s second identity:

Greens second identity 3.1.1 Between two arbitrary scalar fields
Φ, Ψ and for an arbitrary volume V bounded by surface S, the follow
identity holds:

�

V
Φ∆Ψ−Ψ∆ΦdV =

�

S
Φ

∂Ψ
∂n
−Ψ

∂Φ
∂n

dA (3.7)

Let us now take as a special case Φ = φq as defined by For. 3.2 and
Ψ = ψi as defined by For. 3.5. Further select the volume V as the volume
excluding any electrode interior (The volume is bounded by and includes
the electrode surfaces). For this special case, we thus obtain:

(Φ|Sj , ∆Φ,
∂Φ
∂n

|Sj ) = (0, −qδ(�x− �x0)/�, −σq,j/�) (3.8)

(Ψ|Sj , ∆Ψ,
∂Ψ
∂n

|Sj ) = (δi,j , 0, −σi,j/�) (3.9)

With σq,j , σi,j the surface charge distributions on electrode j due to the
potentials φq and ψi, respectively. With this result, we obtain for Greens
second identity:

�

V
ψi · qδ(�x− �x0)dV = −

�

j

�

Si

δi,j · σq,jdA

Which leads immediately to statement 3.5.
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Table 1
default

potential X ∆X X|Sj
∂X
∂n |Sj

Φ −qδ(�x− �x0)/ε 0 −σq,j/ε

Ψ 0 δi,j −τj/ε

�

V
Φ∆Ψ−Ψ∆Φ dV =

�

S
Φ
∂Ψ

∂n
−Ψ

∂Φ

∂n
dS (19)

(20)
�

V
Ψ · qδ(�x− �x0) dV =−

�

j

�

Sj

δi,j · σq,j dS (21)

(22)

qΨ(�x0)=−
�

Si

σq,i dS = −Qind,i (23)

(24)

Iqi =
dQqi

dt
= −q ·

�
∂Ψi

∂x0

dx0

dt
+

∂Ψi

∂y0

dy0
dt

+
∂Ψi

∂z0

dz0
dt

�

(25)

= q �EΨi(�x0) · �vdrift (26)

(27)
�EΨi =−∇Ψi (28)
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Weighting field properties 
For a set of electrodes completely enclosing the detector volume V: 

•  The sum of weighting potentials is 1 everywhere on V 

•  The total current is 0 at any time 

•  The total induced charge is 0 at any time 
 
 
 

Table 1
default

potential X ∆X X|Sj
∂X
∂n |Sj
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V
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(25)

= q �EΨi(�x0) · �vdrift (26)

(27)
�EΨi =−∇Ψi (28)

Ψ(�x)=
�

i

Ψi(�x) ≡ 1 (29)

(30)

(31)

Itot(t)=
�

i

Iq,i ∝ ∇Ψ ≡ 0 (32)

(33)

(34)

Qtot(t)=
�

i

Qq,i ≡ 0 (35)
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Signal formation: planar detector 
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Segment 1 

•  (Assumed constant drift velocities) 

•  Electrons and holes are created in 
equal amounts, at equal positions: 
Charge signals always start from 0. 

•  When all charges are collected, the 
charge signal has the amplitude equal 
to the collected charge, but with 
opposite sign of the collected charge 
(but it is not a collection process) 

•  Steepest slope method:  
The change in slope can be used to 
calculate the collection time and thus 
the initial starting position  



Signal formation: planar detector 
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Weighting potentials: examples 
•  Detector Simulation Software ADL: 

http://www.ikp.uni-koeln.de/research/agata/  è Downloads 

10 … 90% 
1   … 9% 
0.1 … 0.9% 

Coaxial detector  
(6x segmented) 
 
Core weighting potential 
 
 
Segment weighting pot: 
 
 
 
 
 
 

Ψ0(r) = 1− ln r
rmin

/ln rmax
rmin
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3.3 A two-dimensional playground 19

For single interaction events, the time between the biggest kink in the
core signal and the event trigger time thus corresponds to the electrons
time-of-flight. This time interval is a measure for the radial distance at
which the ionization took place. This principle is exploited by the steepest
slope method [23, p.87] (see also chapter 11.1). The total number of kinks in
the core or hit segment signals – as far as they all can be resolved – are an
indication for the total number of interactions that happened in the detector
or segment, respectively. Pulse shape analysis based on this idea has also
been investigated [38].

3.3 A two-dimensional playground

It is now tried to put some of the theory described so far in praxis. The
illustration presented in the next few sections formed the first step in the
direction of the precise detector characterization techniques which will be
presented later. Its purpose was originally intended to obtain direct informa-
tion on the mobility of the charge carriers. Although the method is outdated,
it works very instructive as it gives a clear insight in the mechanism behind
pulse generation.

To investigate the feasibility of some of the ideas on characterization,
existing data on a 6-fold segmented MINIBALL detector was used. This
detector has no segmentation in depth, such that the weighting potentials
in the coaxial part of the detector can be well approximated by a two-
dimensional system.

The presented experimental data was taken by Weißhaar [20, 10] using
a collimated 137Cs source. Sorted and averaged data on detector responses
were provided corresponding to known (x, y) coordinates in the coaxial part
of the detector.

3.3.1 Coaxial weighting potentials

The weighting potentials in the coaxial part of the detector have the ad-
vantage that they have a relative simple mathematical description. The
weighting potential corresponding to a segment is shown in Fig. 3.1 and can
be expanded in cylindrical harmonics5 as:

ψ1(r, θ) =
ln(r/rmin)

6 ln (rmax/rmin)
+
∞�

n=1

Bn

��rmin

r

�n
−

�
r

rmin

�n�
cos(nθ)

with Bn =
2 sin(nπ/6)

nπ
��

rmin
rmax

�n
−

�
rmax
rmin

�n� (3.15)

5To prove this, use e.g. the general solution, expressed in cylindrical harmonics as
given in [39] and determine the coefficients to match the boundary conditions given by
definition 3.5.
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Transient Signal amplitudes 
drop 1 order for each 
segment one moves away 
from the hit segment 



Examples: AGATA 
•  Signal shapes from AGATA detector  

as function of position 
•  Simulation using ADL 
•  (Steepest slope not always clear) 
•  (remark: segment preamps are inverting) 
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Weighting potentials: examples 
•  In gas detector: ions ~1000x slower than electrons 
•  A Frish grid makes the signal only depending on the fast electrons: 

•  Better timing resolution 
•  Higher charge collection efficiencies 

Weighting  
potential 

1 



Examples: CdZnTe 
•  Frish grids also of interest in CdZnTe semiconductor detectors: 

•  CdZnTe Mobility holes = 120 cm2/Vs 
•  CdZnTe Mobility electrons = 1350 cm2/Vs 
 

•  Reduced influence of trapping 



Examples: GERDA 
•  Point contact detectors: also very local weighting potential  
•  Identification of multiple hits via steepest slope method 
•  Very small capacity èlow serial noise 

Charge signal 

Derivative 
(steepest slope) 



Examples: Gerda++ 
•  Point contact detectors: new generation 

NIM A doi:10.1016/j.nima.2011.10.008 
•  Sub mm position resolution 

+segmentation (20x) 



Extended Ramo theorem 
•  Describes detectors in a realistic electronic network. 

•  In 3 steps: 
•  1) Apply the Ramo theorem: 

Calculate the induced currents in each electrode 

•  2) Equivalent electronics scheme: 
Proof: see Gatti and Padivini, NIM 193 (1982) 651-653 
-Determine the capacitances of your detector, 
-Add the current sources found from 1) 

 
•  3) Realistic electronics scheme: 

Change the above simplified scheme 
into a realistic model 

 
•  Result = realistic signals 

1) 

2) 

3) 



Recommended Literature 

http://kups.ub.uni-koeln.de/1858/ 
 
www.ikp.uni-koeln.de/research/agata/ 
èpublications 

Makes-Cows-Weighting fields: 


