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Abstract

This work presents an approach for determining the interaction position of v rays in highly
segmented HPGe detectors. A precise knowledge of the interaction position enables the
effective granularity of the detector to be substantially improved and a calibration of the
detector response as a function of position to be performed. An improved position resolution
is fundamental for the development of arrays of v ray tracking detectors.

The performance of a highly segmented germanium detector (TIGRE) has been
characterised. TIGRE consists of a large volume coaxial high-purity n-type germanium
crystal with a 24-fold segmented outer contact. Due to its high granularity and its fast
electronics, TIGRE represents a unique example of a tracking detector, having low noise
output signals, fast rise time and good energy resolution. In order to calibrate the response
of the detector as a function of the interaction position, a dedicated scanning apparatus has
been developed and the front surface of the detector has been scanned.

The method developed for position determination is based on the digital analysis of
the preamplifier signal, whose features are position dependent. A two-dimensional position
resolution is accomplished by combining the radial position information, contained in the
rise time of the pulse shape leading edge, with the azimuthal position information, carried
by the magnitude of the transient charge signals induced in the spectator segments. Util-
ising this method, a position resolution of 0.6 mm, both radially and along the azimuthal

direction, can be achieved in the most sensitive part of the detector.
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Chapter 1

Introduction

A principal aim of nuclear structure research is to achieve a quantitative understanding
of the nature of strongly interacting matter and to develop a comprehensive theoretical
model of the nucleus, a many body quantal system. Significant advances in the knowledge
of nucleon-nucleon interactions and the behaviour of individual nucleons in the many body
nuclear system have come from studying nuclear excitation through the detection of by-
products of nuclear reactions.

At present, the behaviour of nuclei near the valley of stability and, to a lesser
extent, that of proton-rich nuclei, has been studied, as described in Fig. 1.1. Although
numerous experimental approaches are available nowadays, many fundamental questions
still remain unanswered, especially the behaviour of nuclei under the extreme condition of
isospin [Kra88]. In the next decade, the major challenge for nuclear spectroscopy will be
to explore the “terra incognita” that lies far from the valley of stability, in an attempt
to describe nuclear forces and effective interactions in the regime of weak binding. This
will provide a powerful tool to address questions concerning the mechanism of binding in

radioactive nuclei including:
e the breakdown and modification of shell structure [Dob96],

e the existence of n-p pairing interactions and density-dependent pairing forces [KelO1,

Sat01],

e the phenomenon of nuclear magnetism [Frau01],
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Figure 1.1: Map of the bound nuclear system as a function of the proton number Z and the
neutron number N [Dob02]. The black points forming the “valley of stability” are the stable
nuclei. By adding either protons or neutrons, one moves away from the valley of stability
towards the drip lines, where the nuclei become unbound. The yellow points represent unstable
nuclei that are known experimentally. The green points indicate radioactive nuclei with very
large or very small N/Z ratios that have not yet been accessed. While the proton drip line
has been investigated experimentally up to Z=83, the neutron drip line has been predicted, on
the basis of nuclear models, only for the lightest nuclei. Of particular interest are neutron-rich
nuclei towards the neutron drip line, proton-rich nuclei at and beyond the proton drip line and
the extension of the N=Z line, since they provide a tool to investigate the origin and evolution
of nuclear matter in the universe. These nuclei known as “exotic nuclei” can only be produced

in reactions induced by radioactive ion beams.



e proton radioactivity [Davi98],

e the possible clustering in neutron skins and halo nuclei [Sme99],

e the description of soft collective modes of excitation and chaotic phenomena [Vol02],
e the prediction of a new island of stability for super-heavy elements [Kor02].

Furthermore, the study of exotic nuclei will add to the understanding of important astro-
physical synthesis such as the r- and rp- processes [Bro02]. For a general review on these
topics, the reader is referred to [Ber02, MarkO1] and references therein.

In order to address such a challenging scientific programme, a new generation of
experiments is required, focused on the use of radioactive ion beams (RIBs). The use of
radioactive beams will allow access to new isotopes and increase the production rates of
nuclei that can presently be populated only with very low cross sections. Radioactive ion
beams are already available at laboratories such as ORNL (HRIBF) [ORN], MSU (NSCL)
[MSU], TRIUMF (ISAC) [Poi99], GANIL (SPIRAL) [Lie97] and CERN (REX-ISOLDE)
[KesO1]. Future RIB facilities such as RIA (the Rare Isotope Accelerator) [RIA], CASIM
(SIRIUS) [CAS], TRIUMF (ISAC II) [PasiO1] and the GSI upgrade [GSI] are emerging now.

These facilities will enable new experiments to be designed embracing a wide energy
range and variety of nuclear reactions. Although essentially different, all these experiments
share the problems associated with the use of radioactive ion beams: low production rates,
high background radioactivity and large Doppler effects. Therefore, improvements in the
sensitivity of the detection system become essential to the success of such a fascinating
scientific program.

This work describes the initial R&D efforts towards the development of highly sen-
sitive detector technology and the associated electronics, suitable for forming an integral
part of the aforementioned project. The research objective is to characterise the response
function of a closed-ended coaxial germanium semiconductor detector in order to provide
the information necessary for input into a y-ray tracking algorithm. A dedicated scanning
apparatus, which allows a calibration of the detector response as a function of the interac-
tion position of a «y-ray photon, has been built and the frontal surface of detector has been

scanned. The principal aims of the detector scan were:



e to investigate the response function of the detector to collimated radiation: this will
provide information on the interaction and charge collection processes in germanium

detectors;

e to define the characteristic features of the pulse shapes at each known interaction

position and to develop a method to extract them;

e to prove the feasibility of performing pulse shape analysis as a tool to improve the

position resolution of the detector.



Chapter 2

Principles of radiation detection

2.1 Introduction

The operating principle of a semiconductor detector is based on the generation of an elec-
trical signal, which is proportional to the energy of the incident radiation. In order to probe
the structure of the nucleus, by-products following a nuclear reaction have to be studied.
In this work the field of y-ray spectroscopy will be discussed. A thorough knowledge of
the interaction mechanisms of photons with matter and of the basic principles of radiation
detection is essential to a good understanding of the response function of the detector. In
this chapter the following topics will be discussed: the interaction mechanisms of photons
with matter and the generation of the secondary charge carriers; the signal generation pro-
cess and the influence of the crystal orientation on the transport properties; the choice of

germanium as detector material and the features of germanium detectors.

2.2 The interaction of photons with matter

Photons interact with matter by transferring all or part of their energy to the atomic elec-
trons of the material. Typically, the absorption of a y ray requires one or more interactions
in the detector material. In the energy range from ~10 keV to a few MeV the main interac-
tion processes of photons with matter are the photoelectric effect, Compton scattering and

pair production.



Figure 2.1: A schematic sketch of the photoelectric effect.

2.2.1 Photoelectric effect

The photoelectric effect is the the dominant interaction mechanism for low energy photons
(up to 200 keV for Ge). In the photoelectric absorption process, the photon completely
transfers its energy to a bound atomic electron, which is then ejected by the atom (Fig.

2.1). The kinetic energy of the outgoing photo-electron is given by:
E.- =E, - E, (2.1)

where Ej is the binding energy of the electron and £, = hv. The vacancy left in the atomic
shell is filled through electron rearrangement and the excitation energy is then carried away
in the form of a characteristic X-ray or Auger electrons. Theoretical calculations for the
cross section for the photoelectric absorption provide the following expression [Dav68]:

n

Oph & constant X o5 (2.2)

where n is a number between 4 and 5. The cross section for photoelectric absorption is

hence larger for higher Z materials and it decreases as the y-ray energy increases.

2.2.2 Compton scattering

Compton scattering is the predominant interaction mechanism between ~200 keV and 5-6
MeV. As sketched in Fig. 2.2, the incoming 7 ray transfers a fraction of its initial energy to
a weakly bound electron, which is ejected by the atom (recoil electron), and the scattered
v ray is deflected through an angle § that ranges between 0° and 180°. Assuming that at

the instant of scattering the electron is unbound and at rest, the energy of the scattered



Figure 2.2: Quantities involved in a Compton scattering interaction. The  ray transfers part

of its energy to an atomic electron which, in turn, releases that energy in the Ge crystal.

photon, E,1, is derivable from the energy and momentum conservation law,
_ Ly
= = ,

1+ =25 (1 = cos )

B, (2.3)

where mgc? is the rest-mass energy of the electron (511 keV). The energy ranges from E, to
a minimum value of approximately moc?/2. If, the position of the y-ray emission is known,
the scattering angle 6 can be obtained from the coordinates of the three points involved (as
illustrated in Fig. 2.2):

29
3 - Ipyr|
Equations 2.3 and 2.4 are the foundations of the tracking concept, since they provide an

cos ) = (2.4)

alternative determination of both energy and angle involved in the scattering process. By
inserting the value of the angle ¢ in the expression for £,s, an independent measurement
of the energy of the scattered - ray can be obtained.

The angular distribution of scattered y rays can be can be calculated using quantum

electrodynamics and is known as the Klein-Nishina formula [Kno0OOc]:

do 1 2 (14 cos? 6 a?(1 — cos)?
d_Q_ZTz<1+a(1—c059)> < 2 > <1+ (1+c0520)[1+a(1—cost9)]> (25)

where a = E, /moc? and r, is the classical electron radius (2.817 fm). The total Compton

scattering cross section ocomyp is obtained by integrating the Klein-Nishina formula over all

the solid angle. The maximum kinetic energy of the recoil electron is given by [Leo93al:

2a
Tinaz = E’y (m) (2'6)
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Figure 2.3: Schematic sketch of pair production interaction.

and is called the Compton edge.

Other possible scattering processes are:

e Rayleigh scattering, which is an elastic scattering of y rays, characterised by the fact

that no energy is transferred to the medium. Rayleigh scattering occurs at low energy.

e Thomson scattering, which is the scattering of photons by free electrons. Thomson
scattering occurs at very low energy, it can therefore be neglected in the energy range

of interest for nuclear spectroscopy.

2.2.3 Pair production

For -ray energies above a few MeV (threshold energy equal to 2mgc?), pair production can
occur. This process is characterised by the disappearance of the photon in the Coulomb
field of the nucleus and by the creation of an electron-positron pair. The energy balance of
the process is

E, =2myc* + Tp+ + T, (2.7)

where T, .+ is the kinetic energy given to the electron/positron, while the recoil energy
given to the atom can be neglected. By-products of the pair production process are two
annihilation photons, from the annihilation of the positron with a free electron in the
medium (Fig. 2.3). The pair production cross section, 0,4y, increases rapidly with energy

and becomes dominant only for energies above 5 MeV.
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Figure 2.4: The relative importance of the three major interaction mechanisms. The lines

show the values of Z and hv for which the two neighbouring effects are equal.

2.2.4 Attenuation coefficients

The total cross section for the interaction of a y-ray photon is the sum of the cross sections

of the possible interaction mechanisms:
Otot = Oph + 0comp + Opair- (28)

The relative importance of the photoelectric, Compton scattering and pair production in-
teraction processes is depicted in Fig. 2.4. The total absorption coefficient represents the
probability for an interaction per unit length and is obtained by multiplying ¢ by the density

of atoms N:

u=No= (J\i‘ip> o, (2.9)

where N, is Avogadro’s number, p the material density and A the molecular weight.

The fraction of photons transmitted through a thickness ¢ of material is then given by
I =Ipe M, (2.10)

where [ is the incident intensity. The mean free path X is defined as the average distance

between two interaction points. It is calculated as:

o — T 1
_ foooa”e ==, (2.11)
Jo e me M

and it is simply the reciprocal of the total absorption coefficient. Typically A ranges from

A

a few millimeters to tens of centimeters.



2.3 Production of charge carriers

In the previous section, it has been highlighted that the absorption of 7y radiation results in
the creation of one or more energetic electrons. The electrons then lose their energy in the
material through the creation of secondary charged particles. Since the range of primary
electrons in germanium, up to energies above several hundred keV, is less than a millimeter,
the production of the secondary charge carriers is considered a localised process [Muk76].
The energy loss is governed by two mechanisms: 1) the ionisation and excitation process
due to collisions with the atomic electrons and 2) the emission of electromagnetic radiation

(Bremsstrahlung) due to scattering in the electric field of the nucleus:

E E E
() () ().
dx tot dx coll dx rad
The collisional energy loss is given by the Bethe-Bloch formula [Leo93b]:
dE Z 1 (1 +2) C
— | = = 27 N,r? 20 — n———— +P(1)—6 —2—= 2.13
(daj)coll TaTetee 'OABQ ln2(1/m602)2 " (T) Z ’ ( )

where 7, is the classical electron radius (2.817 fm), m, is the electron mass, N, is Avo-
gadro’s number (6.022x10? mol 1), I is the mean excitation potential, Z, A, and p are,
respectively, the atomic number, weight and density of the absorbing material, § is the v/c
of the incident electron, 7 is the kinetic energy of the electron in units og mec?, § is the
density correction, C' is the shell correction and, finally, P(7) = 1 — 5% + %_((TQ:_)IQ) In2

The collisional loss is the dominant contribution below a few MeV. At higher energy, due to
the low mass of the electrons, radiative processes are possible and indeed, for energies above

tens of MeV they become dominant. The energy loss through Bremsstrahlung is given by

the formula [Leo93b]:

dE 2B, 1
= = NEy4Z%r? (1 - - = Z) 2.14
(%) = NEwzria (n =2 — 2 —p(2). (2.14)

where @ = 1/137 and p(Z) is a correction factor that takes into account the Coulomb
interaction of the emitted electron in the electric field of the nucleus.

Since not all the energy of the energetic electron goes into the charge production
process, but part of it is dissipated in lattice vibrations, a parameter of importance for
a semiconductor detector is the ionisation energy, €,qir, i.e. the average energy required

to create an electron-hole pair: the smaller this parameter, the larger the number of the

10



produced charge carriers. This will result in smaller statistical fluctuations. For germanium
at 77K, €pqir ~ 3 €V. The number of electron-hole pairs created when an energetic electron
deposits an energy F, is equal to:

E
Npgir = ——. (2.15)

€pair
To calculate the statistical fluctuations, Poisson statistics, which only apply to random in-

dependent events, cannot strictly be applied. The production of electron-hole pairs affects
the probability of another pair being created, i.e. the events cannot be considered indepen-
dent. It is observed that the fluctuations in the number of ionisations produced are less
than those calculated from Poisson statistics. Fano [Fan47] calculated a statistical variance,

which agreed with experimental data, by introducing the factor F', known as Fano factor:

[ E
ANpgir = \/ F Npgir = Fepa:,«’ (2.16)

The Fano factor takes into account all the ionisations processes which yield an energy

transfer in the detector and is an intrinsic constant of the material. Only for F=1, the

charge carrier mechanism follows Poisson statistics. For germanium at 77 K, F~0.06.

2.4 The choice of a y-ray detector material

In many radiation detection applications, solid state materials are used. The use of solid
state, rather than gas-filled, detectors allows the size of the detector to be smaller, because
of the higher solid state density. High efficiency scintillation detectors can be built from
solid state material, but the large energy required to produce the charge carriers responsible
for the signal generation (~100 eV) and the consequent small number of carriers created
by the y-ray interaction results in a very poor energy resolution (~10 %). Semiconductor
materials, in which the number of generated charge carriers is much larger, provide the best
energy resolution performance.

The electrical properties of semiconductor materials arise from their particular band
structure, as shown in Fig. 2.5. Metals have the highest occupied energy band only partially
full; insulators have a very large energy gap between the top of the valence and the bottom
of the conduction band; semiconductors have only a small energy gap (~1 eV).

Among the semiconductors, germanium is the material of choice for y-ray detection.

Germanium has larger atomic number (Z=32) than silicon (Z=14) and therefore a larger

11
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Figure 2.5: Energy level diagrams for a metal, a semiconductor and an insulator. Even at
T=0 K, metals have partially occupied bands (shaded). For semiconductors and insulators the

Fermi level lies between the occupied valence band and the unoccupied conduction band.

attenuation coefficient. Furthermore, the smaller energy gap (at T=0 K, £,=0.75 eV, which

compares to Fy=1.17 eV for silicon) results in a better energy resolution (~0.3 %).

2.5 Properties of germanium

Germanium is a group IV semiconductor. Its physical properties are reported in Tab. 2.1. It
has a crystalline structure based on a face-centered cubic (FCC) diamond lattice structure,
as shown in Fig. 2.6. Due to the small band gap, even at room temperature, electrons are
thermally excited into the conduction band where they are free to move. The electrons that
enter in the conduction band and the holes that they leave in the valence band form an
electron-hole pair. In the presence of an electric field, the electrons in the conduction band
and the holes in the valence band are responsible for the current flow. The current density
can be written as [Iba95a]:

J =[e| (nun +pup)E, (2.17)

where n and p are the concentrations of electrons in the conduction band and holes in the
valence band, respectively, and i, and p, are their mobilities. According to Fermi-Dirac

statistics, n and p can be calculated [Iba9ba] by integrating the probability distribution

12
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Figure 2.6: Crystal structure of germanium showing the tetrahedral bonding and the lattice

vector, a1 2,3, (top) and the lattice planes (bottom), labelled by Miller indices.

function f(F,T), weighted by the density of the states in the conduction band, N(F¢),
and in the valence band, N(FEy ), over all the possible energy levels, i.e. above the bottom

of the conduction band (E¢) for electrons,

o0 Ec — Ep
n= [ Ne(E)(ET)E ~ NG exp ( T) , (2.18)
and below the top of the valence band (Ey ) for holes,
By Ey - E
p= [ Ny - (B DE ~ N} exp (%) . (2.19)

The prefactors N, ec} ! and N xc J are the partition functions for translational motion in three
dimensions and represent the effective density of states in the conduction and valence band,
3/2
2mm} kT
c,v n,p
NGY = (T) , (2.20)
where m;, and m;, are the effective mass of electrons and holes. The second term of equations
2.18 and 2.19 has been obtained in the limit £ — Er > 2kT, where Er denotes the Fermi

level energy and k is Boltzmann’s constant. In this case, the Fermi-Dirac function f(E,T)

can be approximated by the Maxwell-Boltzmann occupation statistics.
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Atomic number 7 32
Atomic weight A 72.6
Atoms 10%2 cm 3
Density 5.32 [g/cm?]
Crystal structure FCC (diamond)
Lattice parameter 5.658 A
n; (T=300 k) 2.4x1013
Dielectric constant e, 15.8
Intrinsic resistivity (T=300 K) 16 Qcm
Energy gap (T=300 K) 0.67 eV (indirect)
Energy gap (T=0 K) 0.75 eV (indirect)
Electron mobility p,(T=300 K) 3900 cm?/Vs
Hole mobility p,(T=300 K) 1900 ¢cm?/Vs

Table 2.1: Physical properties of germanium [GER].

For an intrinsic semiconductor at equilibrium, the concentration of electrons and
holes are equal, thus the intrinsic charge carrier concentration n; can be defined by the so

called law of mass action:

-E
ni = /N5 N pexp <ﬁ> : (2.21)

The charge neutrality (n = p = n;) allows a definition of the Fermi level as:

2 *

B = Zet B %len (%) . (2.22)
If my, = m;, the Fermi level lies, for all temperatures, in the middle of the forbidden gap. The
concentration of charge carriers can be drastically changed by doping the semiconductor
with electrically active impurities. These impurities increase the concentration of the free
carriers either by donating electrons to the conduction band (valence-five atoms such as P) or
by accepting them from the valence band (valence-three atoms such as B). Valence-five and

valence-three atoms are called donors and acceptors, respectively, while the corresponding

doped materials are referred to as n-type and p-type semiconductors.
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The addition of active impurities results in the introduction of energy levels in
the forbidden gap, either close to the conduction band and with positive charge character
(donors) or close to the valence band and with negative charge character (acceptors). In
order to preserve the neutrality condition, the Fermi level Er moves from the middle of the
energy gap towards the bottom of the conduction band (top of the valence band) as the

donor (acceptor) concentration is increased.

2.5.1 The p — n Junction

The operating principle of a semiconductor detector is based on the physical characteristics
of the p — n junction (see Fig. 2.7). The term junction refers to the border between two
halves of a semiconductor crystal, doped with different types of impurities. Due to the
different concentration of electrons and holes and to the different position of the Fermi
level in the two regions, a bending of the band structure and a corresponding diffusion
of charge carriers in the transition layer occurs. The electrons diffuse from the n-side to
the p-side, leaving behind an excess of positively ionized acceptor atoms, while the holes
diffuse from the p-side to the n-side, leaving behind an excess of negatively ionized donors.
As a result, a space charge region, free from charge carriers (depletion region) is created,
and a consequent electric field arises. The electric field inhibits the diffusion of the charge
carriers until equilibrium is reached. The characteristics of the resulting potential difference
are determined by solving, in the approximation of an abrupt p — n boundary, the Poisson

equation. In one dimension the Poisson equation is given by [Sze95b]:

2 X X
PVl __plo) -

where e=epe, is the dielectric constant of the material (e,=16 for Ge) and p(z) is the

uniform charge distribution, equal to eNp in the n-side and to eN4 in the p-side. From the

conservation of the total charge, it follows that [Iba95b]:
Nyzp, = Npxy, (2.24)

where z,, and z, are the extents of the depletion region in the two sides of the junction.
In the extreme case of N4 > Np, the depletion region extends only on the n-side of the

junction. The built-in potential is hence defined as:

e

V .
bi %

(NA:L«; + NDxi) : (2.25)
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Figure 2.7: Schematic representation of a p — n junction in thermal equilibrium: (a) Semi-
conductor crystal, p-type on one side and n-type on the other side. (b) Band scheme in the
imaginary case of total decoupling of the two sides. E¢ and Ey indicates the bottom of the
conduction and the top of the valence band, E4 and Ep represent the ground states of the
acceptors and donors; Ep is the Fermi level. (¢) Band scheme of the p — n junction when the
two sides are in thermal equilibrium with one other. The transition from the p to the n region
is assumed to be abrupt. The position of the conduction and valence edges are denoted E¢ v
on the n-side and Eg*,v on the p-side. In the region of the junction an electrostatic potential
is induced. (d) The fixed space charge p(z) in the region of the junction due to the ionised
impurities. This region is free from charge carriers and therefore is also known as the depletion

region [Iba95b].
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and it is typically very small (< 1V), while the width of the depletion layer is given by:

2V (N4 + N
d:xn—l—mp:\/eVbZ( A+ Np), (2.26)

e NaNp

In a semiconductor crystal, the electron-hole pairs produced by the passage of ion-
izing radiation recombine quickly with each other and with the intrinsic charge carriers. In
order to use the semiconductor material as a radiation detector, it is necessary to sepatate
the charges before they recombine and to increase the size of the depletion region. This is
achieved through the application of a reverse bias across the junction. Applied bias voltage
also serves to reduce capacitance. The width of the depletion region is given by Eq. 2.26,
once Vp; has been replaced with Vy; — Vies. The full-depletion voltage, Vy, is the voltage
required to extend the depletion layer to the whole junction. In general, radiation detectors
are operated at a bias larger than V; for better charge collection performance.
The capacitance associated with the electrical configuration of the junction is given by

[Sze9bal:

_dQ _ A
S dv o d’
where A is the area of the depletion layer and d its width. Using Eq. 2.26, the space-charge

C (2.27)

capacitance can be written as

A NaNp 2¢e
C=— . 2.28
2 \/NA + Np Vi — Viias (2.28)

The capacitance decreases as the reverse bias is increased until a minimum value, Cjy,

corresponding to the full depletion voltage.

2.5.2 Detector geometry

A fully depleted junction forms the basis of a radiation detector. Due to the high penetra-
bility of the 7 radiation, the thickness of the depletion region required to stop v rays fully
has to be of the order of a few centimeters. In practice, such a depletion volume cannot be
achieved using standard germanium, due to the finite impurity concentration always present
in Ge crystals (of the order of 10'% atoms/cm?). From equation 2.26, the thickness of the
depletion region is observed to be inversely proportional to the impurity concentration. In
order to fabricate a germanium detector the impurity concentration has to be greatly re-

duced either by further refining techniques, which allow a impurity concentration of about
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p'—contact

electrons

n"—contact

Figure 2.8: Schematic illustration of a planar n-type detector; the n™ contact is lithium drifted
and pT one is boron implanted. The secondary charge carriers produced in the depleted region,
instead of recombining, drift towards the electrodes, the electrons towards the anode and the

holes toward the cathode.

10'% atoms/cm? to be achieved, or by compensating the material by adding interstitial
lithium donor atoms (lithium drifting process). Detectors built from intrinsic germanium
are called high purity germanium (HPGe) detectors, detectors produced by the lithium
drifting process are termed Ge(Li). The major advantage of a HPGe detector over a Ge(Li)
is their larger size and the possibility to warm the detector to room temperature while not
in operation and to perform annealing. A Ge(Li) detector has to be kept constantly at the
liquid nitrogen temperature because of the high mobility of the lithium impurities in Ge.
The simplest detector geometry is the planar configuration (see Fig. 2.8), where
the two electrodes are placed on the surfaces of a germanium disk. Such a detector has a
thickness limitation. It is not possible to fabricate a detector with an active depth of more
than ~2 cm. Therefore, the most widespread detector used in nuclear physics experiments
is the closed-ended coaxial detector, shown in Fig. 2.9. The closed-ended coaxial detector
is build from a cylindrical Ge crystal, in which part of the central core is removed to allow
space for a contact over the inner surface. The second contact is placed on the outer surface.
The contacts are made by doping the germanium crystal through boron implantation, for
the p™ contact, and through lithium drifting, for the n* one. The contacts are ~0.5 pym
and ~500 pm thick, respectively. Due to the larger thickness of the lithium drifted contact,
the nt electrode is accommodated on the interior hole of the detector, while the p™ one is

implanted on the outside. In the bulletised geometry, the frontal corner of the detector and
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Figure 2.9: Cross section and front view of a n-type coaxial closed-ended bulletised germanium

detector; the n™ lithium drifted and p* boron implanted contacts are indicated.

the core hole are bevelled, to favour a more equal distribution of the electric field lines over
the detector volume. The detector can be cooled at liquid nitrogen temperature through a
cold finger located at the place of the central core.

The main advantages provided by the coaxial geometry are the possibility of fully
depleted large crystals and the relatively low capacitance, while the main drawback arises
from the electric field distribution inside the closed-ended part of the detector. In fact,
a closed-ended detector can be divided into three parts with different behaviour: a true
coaxial part at the back (1), a closed-ended part at the front edge (2) and a circular planar
part at the front centre (3). As it will be discussed in section 4.3, due to the weak electric
field at the closed-end part of the detector, crystal orientation effects will be observed.

Although the fundamental characteristics such as detection efficiency and energy
resolution are essentially identical for a n-type and a p-type detector of the same geometry,
historically the use of n-type germanium has been preferred due to its improved radiation

hardness.

2.5.3 Electric field calculation

The value of the electric potential at any point in the detector, V' (x), is calculated by solving

the Poisson equation (Eq. 2.23). Once the potential is known, the electric field is calculated

19



as:

E(x) = ——7 (2.29)

In the case of a coaxial detector, it is convenient to solve the Poisson equation in cylindrical

coordinates:

d?V(r) 14v(r) _ p(r)
dr? rodr € (2.30)

The resulting electric field, calculated as £(r) = —dV (r)/dr, is then given by [Kno00al:

P(T)T _ Vhias + %Z) (7'% - T%)
2¢ r1n (’"—2)

1

E(r) = (2.31)

where r is the inner radius, r5 is the outer radius and V is the applied voltage. A boundary
condition is that the potential difference between the anode and the cathode is equal to the
applied voltage, i.e. V(rq) — V(r1) = Vjias. The full depletion voltage V; can be calculated
from equation 2.31 by setting the condition £(r1) = 0. This results in:

Vy= %[r% In (:—j) - % (r% - 7‘%)] (2.32)

Notice that the depletion voltage is proportional to the impurity concentration.

2.6 The signal generation process

In a depleted junction, the electron-hole pairs created by a vy-ray interaction do not recom-
bine, instead they drift under the influence of the electric field towards the electrodes. A
charge carrier moving near a conducting electrode maintained at constant electric potential
induces a current flow in the external circuit [Dab89]. The problem of calculating the in-
stantaneous value of the induced current was solved by Ramo [Ram39], who, for a planar
configuration, derived the simple formula known as Ramo’s theorem:
S(ac,t)vd(x,t)’
(4

where ¢ is the charge of the carrier, vy is the drift velocity of the charge carrier, £ is the

i(t) = q (2.33)

intensity of the electric field at the instantaneous position of the charge and 1 is the electric
potential of the electrode.

The application of Ramo’s theorem to semiconductor junctions is not trivial, due
to the non uniform electric field distribution, which depends on the space-charge distribu-

tion. The validity of Ramo’s theorem to semiconductor detectors has been investigated by

20



Deshpande [Des70], Vass [Vas70] and Martini [Mart69]. Green’s “reciprocity theorem” is
an extension of Ramo’s theorem which yields the induced charge on one electrode of a multi
electrode device while all other electrodes are grounded. According to Green’s theorem, in
the assumption of a positive charge moving in the space between two electrodes in a coaxial

configuration, the equation 2.33 can be rewritten as [Rad88]:
i(t) = —q&u (7(1))da(r(t)), (2.34)

where é:;l,(f’) is the weighting field and the time dependence of the drift velocity has been
pointed out (vg = dr/dt). The weighting field is an artificial field calculated as the gradient
of the weighting potential. The weighting potential is obtained by solving the Laplace
equation (i.e. Poisson’s equation with p = 0) in the assumption of unity voltage on the
considered electrode and zero voltage on all the others. The weighting field, in units of cm !,
measures the electrostatic coupling between the moving charge and the sensing contact, and
is an extremely important concept for pulse shape calculation [Kr601].

An expression for the weighting field is:

g —— 1 _ (2.35)

Y rln (:—f)
Once the electric field is known, the drift velocity is calculated as

L, dr(t =
a0 () = T = (5) (2.36)

where fi. 5, is the mobility of electrons and holes, respectively.
The mobility is a parameter that describes the relationship between vy and £. It can be
parametrised as:

p~ —, (2.37)
where m, is the mass of the charge and 7. is the time occurring between collision with
lattice vibration and atoms of impurities.

The total induced charge, that corresponds to the energy deposited by the radiation,
is given by the integral of the current over the whole detector active volume:

Q= [itir=—q [ P = gV (2) — Vi(a1)]. (2.38)

1

From Eq. 2.38 the amount of deposited charge is simply calculated as the difference in the

weighting potential between the initial and the final position of the moving charge carrier.
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Figure 2.10: (a) Determination of the induced current by the weighting field concept, illus-
trated on a planar multielectrode strip configuration. The weighting field is defined conceptually
as the field for unity potential on the sensing electrode S (switch in position W) and zero poten-
tial on all other electrodes. In actual operation, the sensing electrode is connected to a charge
amplifier and a uniform operating field is applied to the detector by connecting the opposite
electrode to a voltage source (switch in position M). The weighting field calculated numerically
for this case is shown as a plot of equipotential lines in (b) for the left half of the electrode
structure in (a). Two examples of charge transit from top to bottom are shown. The induced
current pulse shapes, resulting from Eq. 2.34 for a localised charge moving at a constant ve-
locity, are shown at the bottom of the figure. Charge ¢ traversing the full distance between
the electrodes along line 1 is observed as () = —gq, while the current decreases with distance
from electrode 1, as the electrostatic coupling decreases. For a charge moving along line 2, the
induced charge is zero if the measurement time is longer than the transit time. For a short
measurement time a net induced charge is observed (the induced current pulse shape is bipolar,

since the weighting-field direction changes along the path).
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Figure 2.11: Calculated band-structure of Ge in the reciprocal space representation. The band

gap, E,, is determined by states with different & [Sin01].

Fig. 2.10 shows, qualitatively, the formation of the current pulses in a planar multielectrode
system. Two examples of charge travelling the distance between the two electrode are shown:
one corresponding to the collection of a net charge and one corresponding to the induction

of a transient charge without net charge deposition [Rad88a].

2.6.1 The influence of the anisotropic drift velocity on the charge collec-

tion process

The conductivity in Ge is anisotropic, i.e. the mobility of electrons and holes varies depend-
ing on the direction of the applied electric field with respect to the direction of the lattice
vectors [Mih00]. This effect will play an important role in the signal generation process.
Theoretical calculations and simulation results on this anisotropy are reported in the liter-
ature [Shibb, Nat63, Jac83]; experimental evidence was observed in [Ott75, Can74, Can77).

Germanium is an indirect band gap semiconductor. A plot of the calculated band structure
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Figure 2.12: Experimental field dependences of the electron drift velocity in germanium along
the (111) and (100) directions at a temperature of 80 K and the simulated drift velocity for a
field oriented along the (110) direction (taken from [Aga01l].)

of Ge, in the reciprocal space representation, is presented in Fig. 2.11. The maximum of
the valence band and the minimum of the conduction band are at different positions: the
minimum of the conduction band is along the (111) direction, while the maximum of the
valence band is along the (000) direction. In the principal axis representation (the principal
axes are (111) for Ge) and in the limit of the parabolic approximation (i.e. considering
terms only up to the order k?), the energy levels of conduction band electrons, E(E), are

calculated as [Iba95d]:

(2.39)

2mi  2mj
where mj; are the transverse and longitudinal effective electron masses, whose experimental
value relative to the mass of a free electron mg are mjy/mo=0.082 and m; /mo=1.57, respec-
tively. The surfaces of constant energy are therefore ellipsoids around the (111) direction.
The structure of the valence band maximum is more complicated, presenting three different
bands at k = 0: two valence bands with different curvature plus a third one resulting form

a splitting due to spin-orbit interaction.
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Figure 2.13: Charge carrier trajectories in a closed-ended HPGe detector, from interactions of
v-ray quanta in the front part (A) and in the coaxial part (B) of the Ge detector. The upper

drawing shows a full spatial representation and the lower drawings show front views [Mih00].

It is this characteristic band structure that is responsible for the anisotropy in the conduc-
tivity for germanium. Fig. 2.12 shows the drift velocity of the electrons plotted as a function
of the electric field for three different orientation with respect to the crystallographic di-
rections. The drift velocity depends clearly on the crystallographic orientation and has
its minimum value along the (111) direction. Furthermore, the drift velocity reaches the
saturation value for electric fields higher than ~10% V/cm.

The anisotropy affects two main aspects of the collection process:
1. the collection time,
2. the trajectories of the charge carriers.

The first effect is a consequence of the changes in the magnitude of the drift velocity and
influences directly the shape of the signal, while the latter is due to the variation in the angle

between the drift velocity and the electric field vectors and is especially important in the
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Figure 2.14: Simplified diagram of a resistive feedback charge sensitive preamplifier configura-
tion. The output pulse amplitude is proportional the charge produced by the ~-ray interaction.

The time constant R;Cy determines the decay rate of tail of the output pulse [Kno0OOb].

case of segmented detectors, because it determines a preferential direction, i.e. preferential
segments, for the charge collection. Charge carrier trajectories for different drift directions
with respect to the crystal orientation, as calculated in [Mih00], are shown in Fig. 2.13.

The reader is referred to the aforementioned reference.

2.7 Detector operational characteristics

2.7.1 Preamplifier

The preamplifier represents an interface between the detector and the signal processing
electronics [KnoOOb]. Its basic function is to amplify and shape the small signal from the
detector and to transfer it to the electronic chain with the least degradation. Typically,
charge sensitive preamplifiers are used for Ge detectors. In a charge-sensitive preamplifier,
the charge carried by the incoming pulse is first integrated on a capacitor and then removed
by a slow discharge through a resistive feedback network, as shown in Fig. 2.14. This
produces a pulse with a fast leading edge (rise time), corresponding to the charge collection
time in the detector, and a slow exponential decay (fall time), as sketched in Fig. 2.15.

In order to preserve as well as possible the information carried in the signal leading
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Figure 2.15: Sketch of a preamplifier signal consisting of a fast leading edge and a slow

exponential tail.

edge, a very fast, low noise, low power consumption and stable preamplifier is required. To
obtain a fast response, i.e. a signal with short rise time (RT), a large bandwidth (BW)
preamplifier is required. The relation between the pulse rise time and the preamplifier
bandwidth can be derived by considering the preamplifier signal to follow an exponential

decay:
v, =V, (1 - e*twc) (2.40)

where V; is the voltage (i.e. the amplitude of the pulse) at the time ¢, Vj is the final
voltage and w, is the decay constant of the exponential function. By default, the rise time
is measured as the time from the 10% (t19) to the 90% (tgg) of the final amplitude. By

considering equation 2.40 at the time #19 and #gp:
0.1Vp = Vp (1 —e7m0%) 0.9V = Vp (1 — e foo=) (2.41)

and the relation between decay constant and bandwidth (w. = 2r BW) one obtains:

2.2

_— (2.42)
2m X BW

RT = tgy — t1p =

where the rise time is measured in seconds and the bandwidth in Hertz (s~ 1).
The complex electronics of segmented detectors, which will be described in the next
section, together with the need for a compact cryostat, imposes limitations on the size of the

preamplifiers and on the length of the connection wires. One of the most common problems
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for segmented detectors is cross-talk. Cross-talk arises following a coupling of the signals
from adjacent segments, which results in a net charge observed in segments not involved in
the y-ray interaction. It is due to an insufficient shielding and crossing of the wires from
different electronic channels. A solution for reducing the cable capacitance and therefore
cross-talk and pick-up of stray electromagnetic fields is to mount the the preamplifiers very

close to the detector.

2.7.2 Noise performance

All the random fluctuations, superimposed on the detector signal, are included in the def-
inition of noise. Understanding the most relevant sources of noise and their influence on
the read-out signal is fundamental for an accurate pulse shape analysis. In this section, a
brief review of the noise sources in semiconductor detectors will be outlined. For a com-
plete discussion, the reader is referred to papers by Radeka [Rad88], Dabrowski [Dab89]
and Goulding [Gou82].

The quality of a signal is measured by the signal-to-noise (S/N) ratio, which deter-
mines the least amplitude of a signal component distinguishable above the noise level. It is
of vital importance to have a good signal-to-noise ratio at the beginning of the signal chain:
any noise generated at this stage is amplified along with the signal. Contributions to the
S/N ratio come from both the detector and the electronics, in particular from the detec-
tor capacitance and the field effect transistor (FET) of the preamplifier. For conventional
charge-sensitive preamplifiers the electronic noise is evaluated as an equivalent noise charge
(ENC), i.e. as the charge corresponding to a signal that would produce the same output
amplitude [Pei92al:

ENC=A+B-C (2.43)

where A and B are constants, which depend on the preamplifier, while C is the detector
capacitance.

The contributions of the leakage current and the bias resistor have also to be taken into
account in the noise evaluation. The expression for the equivalent noise charge due to the

leakage current is:

ENC - & [dTy

T\ (2.44)
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where exp is the natural logarithm base, ¢ is the electron charge, I is the detector leakage
current and 7}, is the peaking time, equal to the integration time of the shaper.

The ENC corresponding to the bias resistor is given by:

e [T kT
ENC = =/ 22— 2.45
q\/ oR (2.45)

where k is the Boltzmann’s constant, T the temperature and R the value of the bias resistor.
An improved detector design providing low detector capacitance, high bias resistance and
small leakage current, will increase the signal-to-noise ratio.

Depending on the coupling between noise and signal, noise sources are divided into par-
allel or series noise [Gil98]. For example, the fluctuations in the leakage current and in
the gate-source current of the FET are classified as sources of parallel noise, while noise
associated with series resistances and the thermal noise of the input FET are sources of
series noise. It has to be pointed out that, while the frequency band of the signal is narrow,
the frequency distribution of both series and parallel noise components are so broad that it
can be considered uniform (or white). For this reason, high-pass and low-pass filters can be
used for eliminating the low and high-frequency components of the noise, without affecting
the signal shape. It is then common practice, to analyse the noise performance of a detector
in terms of the power spectrum and of the integrated power as a function of the frequency,

by means of a detailed Fourier analysis [Pre99].

2.7.3 Energy resolution

The energy resolution of a detector is defined as the full width at half maximum of the
spectral peak (FWHM), assuming that the peak has a Gaussian shape and no background
or continuum contribution is superimposed on the peak. The intrinsic energy resolution of

a germanium detector is determined by the contribution of three factors:
(AEiny)” = (AED)? + (AEx)? + (AEg)®. (2.46)

1. AEp is the inherent statistical fluctuation in the number of charge carriers created.
This is given by:

(AED)* = (2.35)*Fepuir E,, (2.47)

where F' is the Fano factor, €4, is the ionisation energy, i.e. the energy required to

form an electron-hole pair, and E., is the 7-ray energy.
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2. AFEx is due to incomplete charge collection. This effect is important in large volume

detectors and will be discussed in section 4.3.

3. AFp is the contribution of all the electronic components following the detector (elec-

tronic noise).

Typically, the intrinsic energy resolution is of the order of 2 keV at 1.33 MeV.
The overall energy resolution of a germanium detector is determined by the contri-

bution of two factors:

1. the aforementioned intrinsic energy resolution of the germanium system, A FEj,p,

2. the contributions due to the Doppler effect, AEppp,

added in quadrature.

(AEtotal)Z - (AEintr)2 + (A-E'Dopp)2 . (248)

Doppler broadening

The energy spectrum measured from radiation emitted by fast moving nuclei shows a shift
and a broadening of the spectral lines. A calculation of the energy shift through a trans-
formation of the frame of reference, from the centre of mass (CM) to the laboratory one,

yields [Nol79]:
B =g Y=
7 71— Bcosb’
where E, is the energy in the laboratory reference system, E'g is the energy in the CM

(2.49)

system, 6 is the angle between the scattered projectile and the emitted «y ray and f=v/c
is the velocity of the moving nucleus in the laboratory frame (Fig. 2.16). If the emission
angle of the v ray is known, the real transition energy is recovered.

The observed Doppler broadening results form the contribution of three factors,

added in quadrature:
(AEpopp)” = (AEgpen)” + (AEang)” + (AByer)” (2.50)

1. AE,pen depends on the geometry of the detector, arising from its opening angle Af,

according to:
AE,  [Bsind
E, 1-—Bcosh

It can, therefore, be reduced by reducing Af.

(2.51)
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Figure 2.16: Reference system describing the direction of the v-ray emission with respect to
the front face of the detector. The position of the v interaction (r,, ) is defined in cylindrical

coordinates.

2. AE,y4 is angular spread of the recoiling nuclei, following interaction of an ion beam
in a solid target. The spread due to the size of the beam spot has also to be taken

into account.

3. AL, is the variation in the recoil velocity, AEgel . Due to the slowing down of the
recoils in the target, the velocity of the recoil at the time of emission of the  ray is not
known precisely. Although in typical experiments, the relative variation of the recoil
velocity is of the order of 10%, it is possible to correct for this factor by measuring

the velocity of each recoiling nucleus.

By substituting in equation 2.48 the expression for the Doppler broadening, one obtains

[Gla98] :

AE ’ (AEm r)2 ﬁsinH 2 _,3 +C059 2
( Ej) BT (Tews) @O+ (i) @9 25

The Doppler broadening, and hence the overall detector energy resolution, is worse for
large detectors placed at 90° with respect to the beam direction. It can be improved by
reducing the detector opening angle Af, i.e. by segmenting the detectors into parts, while

maintaining the total volume (see section 2.9).
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2.7.4 Efficiency

The counting efficiency of a germanium detector can be classified using a number of primary

methods. In this work the absolute and the relative efficiency will be considered.

1. The absolute efficiency, €,;s, is defined as the number of detected events divided by
the total number of photons emitted by the source and it is therefore influenced by

the detector/source geometry.

2. The relative efficiency, €,¢;, is the efficiency of a germanium detector relative to a
Nal(T1) crystal, 76 mm in diameter and 76 mm in length, measured at 25 cm from

the source. This is the absolute efficiency divided by 1.244x1073.

When defining a counting efficiency, the nature of the detected event has also to be taken
into account. The photopeak efficiency accounts only for events in which the v ray deposits

the full energy in the detector. The photopeak efficiency, €y, can be defined as:
€ph = (PT) X €qps, (2.53)

where (PT) is a quality factor termed peak-to-total ratio. A standard measurement of the
peak-to-total ratio is obtained from the sum of the 59Co net peak areas divided by the total
number of counts in the spectrum for energies from 100 keV to 1350 keV. The peak-to-total
ratio is sometimes defined as peak-to-background ratio.

Another measure of the spectrum quality is the peak-to-Compton ratio. It is defined
as the ratio of the counts in the highest photopeak channel to the count in a typical channel
of the Compton continuum associated with that peak. Conventionally, the ratio is quoted
for the 1332 keV peak from %°Co, having considered as Compton continuum the interval

from 1040 keV and 1096 keV.

2.7.5 Time resolution

The time resolution of a germanium detector is measured relative to a fast scintillator
detector utilising fast analogue electronics. A typical time resolution for Ge detector is of

the order of 5 ns [Kno00d].
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Figure 2.17: A schematic diagram of a Compton suppressed detector, showing a germanium
crystal inside its BGO suppression shield. The shield suppresses the Compton scattered 7 rays
that escape from the germanium and also acts as a collimation system, to prevent the scattering

of v rays from a Ge detector to its neighbor.

2.8 Compton suppressed detectors

Compton suppressed detectors provide a substantial improvement in the peak-to-total ratio.
A Compton suppressed detector consists of a germanium crystal surrounded by a Compton
suppression shield, such a device is termed an escape suppressed spectrometer (ESS) (see
Fig. 2.17). The shield is made of scintillator detectors, usually bismuth germanate (BGO),
which are placed around the germanium crystal with the function of detecting the v rays
that Compton scatter out of the germanium. Events in coincidence between the scintillator
and the germanium are rejected electronically, by means of an analogue electronics timing
circuit. The improved quality of a suppressed spectrum is shown in Fig. 2.18; typically
the peak-to-total of a suppressed spectrometer is ~60%, which compares with ~20% for an

unsuppressed detector [Nol85a].

2.9 Multi-element detectors

Multi-element detectors are detectors in which the active volume has been subdivided either
physically or electronically into several parts, which each provides an output signal. Such

detector can be classified into two classes:
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Figure 2.18: Un-suppressed and suppressed %°Co spectra, measured with a standard HPGe
detector. In the insert, the y-axis has been rescaled to show the detail of the background,
while the full photopeak intensity relative to the background indicates the overall quality of the

spectrum.

1. Composite detector: consists of several germanium crystals, close packed in the same

cryostat. Examples are the Clover detector, which is built from four tapered ger-
manium crystals arranged in the configuration of a four-leaf clover [Nol94b, Duc92,
Duc99, Shep99] and the Cluster detector, which consists of seven crystals. The Cluster
detector utilises crystal encapsulation, a technique developed to improve the reliability
of composite detector technology [Ebe92]. In an encapsulated detector each crystal
is housed in a sealed aluminium capsule of 0.7 mm wall thickness and fixed at 0.5
mm distance from the surface of the crystal, this results in a decoupling of the crystal

vacuum from the cryostat vacuum.

. Segmented detector: consists of one single germanium crystal, whose readout contact
(generally the outer contact) has been electrically segmented. Various segmentation
geometries have recently been investigated. Examples are the 2-fold Gammasphere
detector [Del88], the 6-fold encapsulated Miniball detector [Ebe97], the 16-fold seg-
mented Exogam Clover detector [Sim00], the 25-fold MARS detector [Baz99], the
32-fold MSU detector [Mue00], the 36-fold GRETA detector [Vet00, Mai99], the 36-
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Figure 2.19: Schematic picture of the 16-fold Clover detector. The peculiarity of this detector

is that is both composite and segmented.

fold Eurysis detector [Pea0l1] and the 24-fold Ortec detector, the main subject of this

work. In parallel, R&D on segmented planar detectors is being carried out [Lis00].

An example of a composite segmented detector is the 16-fold Exogam Clover detector,
whose geometry is depicted in Fig. 2.19. Multi-element detectors provide better energy
resolution performance (while maintaining high efficiency) because of their better angular
resolution and hence smaller opening angle. Segmented detectors used in conjunction with
digital pulse shape analysis techniques enable a position resolution superior to the segment
size to be achieved.

Although the segmentation technology is a fairly recent technique in the field of
nuclear instrumentation, it is a well established technique in the construction of detectors
for high energy physics experiments. For many years, silicon micro-strip detectors have

been used as vertex detectors in colliding beam experiments [Pei92].

2.9.1 Composite and segmented detector capabilities

In this section the enhanced performance of the composite and segmented detectors will be
reviewed. In many aspects composite and segmented detectors exhibit similar characteris-

tics.
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Add-back performance

The efficiency of a composite detector is higher than the efficiency of a single crystal detec-
tors with the same total volume. Indeed, the overall efficiency of a composite detector is a

sum of two different primary factors:

e the direct detection efficiency, €p, is given by the photopeak efficiencies of each crystal
considered as a single detector. It is measured by recording separately the full y-ray
absorption in each of the individual crystals. For the case of a detector made of n

crystals the direct efficiency is given by:
n
€D =Y €D, (2.54)
i=1

e the coincidence detection efficiency, also called the add-back efficiency, e4p. It is
measured by summing the energy deposited in the composite detector on an event by
event basis. Coincidence events are mainly due to v rays Compton scattering between
two or more crystals. The total y-ray energy is then recovered by summing the partial

energy deposited in the individual crystals.

Hence, the total detection efficiency can be written as:
€E=¢€pt+€Ap = NEp1+ €AB (2.55)

where the approximation is valid in the case that the n crystals all have the same efficiency.
The gain in efficiency obtained by adding coincidence signals together is given by the add-
back factor A:

€AB

A=14+2E (2.56)
€D

However, it must be considered that coincidence events can also be due to multiple hits, i.e.
two different - rays hitting the detector simultaneously. If energies of multiple hit events are
added together into the spectrum they would contribute to the background. An additional
advantage is provided by a segmented composite detector, like the segmented Exogam
Clover. As shown in Fig. 2.20, a segmented Clover detector enables one to distinguish

between multiple hit events and a v ray Compton scattering between two adjacent crystals.
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Figure 2.20: Schematic front face of original Clover and segmented Exogam Clover. The seg-

mented detector enables Compton scattered (a) and multiple hits events (b) to be distinguished.
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Figure 2.21: Advantages in using segmented detectors as Compton polarimeter.

Linear polarisation

In heavy-ion fusion evaporation reactions, the residual nuclei are aligned with their spin
vector in a plane perpendicular to the beam axis; y-ray transitions de-exciting the aligned
nuclear state show an anisotropy of angular distribution and linear polarisation, depending
on the nuclear alignment and on the de-excitation cascade. The electromagnetic character
of a y-ray transition can be ascertained by measuring the linear polarisation of the photon
using a Compton polarimeter. A Compton polarimeter provides a measurement of the
scattering angle between the first and the second interaction point of the 7 ray in the
detector. It is known that electric transitions favour perpendicular Compton scattering,
while the magnetic ones favour parallel Compton scattering [Schl94, Sch98].

A Compton polarimeter consists of three Ge crystals, or scintillator detectors, one
scatter and two absorbers. Existing Compton polarimeters, due to multiple scattering and

absorption in the detector used as scatterer, have low efficiency. Segmented germanium
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detectors can be used as Compton polarimeters, as shown in Fig. 2.21, with the advantage
of a higher efficiency due to the reduction of dead material between scatterer and analyser

and a better energy resolution.
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Chapter 3

Gamma-ray tracking detector

arrays

3.1 The development of detectors for nuclear spectroscopy

Progress in our understanding of the nuclear system has always been strongly associated
with the development of increasingly powerful experimental instrumentation. The devel-
opment of germanium semiconductor detectors and the subsequent construction of multi-
detector arrays revolutionised the field of y-ray spectroscopy. In the following, a brief history

of semiconductor detector technology will be reported.

e In 1962 the first detector was made using a Ge(Li) crystal.

e In the 1970s, at the Niels Bohr Institute, several Ge(Li) detectors were used in an

array [Bea96].

e In the early 1980s, progress in semiconductor technology allowed the fabrication of

HPGe detectors.

e In the 1980s arrays made up of Compton suppressed detectors were constructed. Ex-
amples worldwide are TESSA (UK) [Twi83], HERA (USA) [Dia84], Nordball (Den-
mark) [Her85], 87 (Canada) [Tar83]. Compton suppressed arrays, with a total peak
efficiency of 0.5-1.0% and a better peak-to-total ratio, provided a substantial improve-

ment in the detection sensitivity [Nol94a]; the TESSA array boasted the discovery of
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super-deformation in 1¥2Ce [Nol85b] and 52Dy [Twi86)].

e Further improvements in the total photopeak efficiency (up to ~5%) were obtained
with the construction of the GASP [Baz92, Ros93], and Eurogam I [Bec92, Bea92]
arrays, consisting of 40 and 45 ESSs, respectively; using these devices identical su-
perdeformed bands [Bec93, Fra96] and staggering of the dynamical moments of inertia

[Has97] were observed for the first time.

e In 1990, the limited size of a germanium crystal (7 cm diameter), and the constraints
associated with large Doppler broadening, led to the development of a new concept
of germanium detectors: the composite detector. The first large array built with
composite detectors was Eurogam IT at CRN-Strasbourg (France), which comprised
24 Clover detectors and 30 standard single crystal detectors (Phase I), a total of 54
Compton suppressed detectors using of 126 germanium elements, and had a total

photopeak efficiency of ~8%.

e Presently, the state-of-art in nuclear physics instrumentation are the Gammasphere
[Del88, Lee90, Mac94] and the Euroball [Sim97, Ger92] arrays, with a total photopeak
efficiency of ~10% and a P/T ratio of ~60%. Euroball consists of 15 Cluster detectors
at backward angles, 26 Clover detectors at 90° and 30 Phase I detectors at forward
angles, for a total of 239 germanium elements; each detector is surrounded by a BGO
shield. Gammasphere comprises of 110 detectors, each one 2-fold segmented. These
arrays are optimised to study nuclear structure at high spin with heavy-ion induced
fusion-evaporation reactions. In order to make further improvements in the sensitivity

of such devices, a new concept in y-ray spectrometry is required.

3.2 The observational limit

Modern experimental y-ray spectroscopy requires the use of large detector arrays in order
to maximise the photopeak efficiency and enable v — 7 coincidence measurements to be
performed. The knowledge of coincidence information is indeed fundamental to establish
the relationship between the multiple v rays in a cascade following nuclear reactions. When

discussing detector arrays, the following terminology is used:
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Figure 3.1: Observational limit for various values of the total photopeak efficiency and resolving
power as a function of the fold. The observational limit for two existing arrays, Nordball and
Euroball, is compared to the value predicted for a new array based on the concept of ~y-ray

tracking (taken from [Mih00b]).

e Multiplicity, M., is number of coincident y-ray transitions emitted during the decay

of the excited nucleus to its ground state.

e Fold, f, is the number of detectors (or detector elements, in the case of multi-element

detector arrays) that fire in coincidence and it is usually less than the multiplicity.

e Single hit probability is the probability of having a single y-ray interaction inside one

detector/element, for many incident vy rays of multiplicity M.,.

e Multiple hit probability is the probability of having a given number of «-ray interactions

inside the same detector/element.
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In order to resolve a large number of closely spaced discrete y-ray transitions, the concept
of resolving power has to be introduced. The resolving power is defined as [Bea96]:

SE,

R= AE,tYOt”‘l

(PT), (3.1)

where SE, is the average energy separation between consecutive <y-rays transitions in a
typical cascade, AE%OW is the energy resolution and PT is the peak-to-total ratio. In order
to optimise the resolving power of the array, both the PT and the energy resolution have
to be improved. A good peak-to-total ratio is of particular importance in the case of high
fold coincidence data. Indeed, for a fold-f event, the peak to total is given by (PT)7.
Only peaks that stand above the background in the spectrum and that are statisti-
cally significant can be distinguished. The observational limit of an array is defined as the
minimum intensity of a y-ray transition that can be resolved. The concept of observational
limit is discussed in the work of Gerl and Lieder [Ger92], in relation to the total photopeak
efficiency and the resolving power of the array. In Fig. 3.1, the observational limit is plot-
ted as a function of the fold number, for different values of efficiency and R. The details
of the calculations are reported in [Bea96]. The plot shows that the contribution to the
observational limit due to the resolving power increases as a function of the fold, while the
contribution due to the photopeak efficiency decreases. The relative position of an array is

given by the intersection of the appropriate pair of lines.

3.3 The concept of y-ray tracking

The principle of an array built from Compton suppressed detectors is based on the rejection
of the events corresponding to  rays that Compton scatter out of the germanium. Although
the rejection of these events provides a better peak-to-total response, it unavoidably reduces
the efficiency of the array. Furthermore, the space occupied by the BGO shield limits the
Ge coverage, resulting also in a decrease of efficiency: in arrays such as Gammasphere, only
about 56% of the solid angle is covered by germanium.

An ideal 47 shell of germanium, based on the recovery of photopeak events by
adding-back the partial energy deposited in neighbouring detectors, provides a solution to
overcome the efficiency limitation. A schematic view of an ideal Ge shell, of 15 cm inner

radius and 9 c¢m thickness, built from 100-200 closely packed, encapsulated Ge detectors,
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Figure 3.2: Cross-section of the Euroball array compared to a germanium Shell built from 120

closely packed detectors.

is shown in Fig. 3.2 compared to the Euroball array. In the case of M, =30, the expected
efficiency of the Ge shell is ~6.5% and the PT is ~13%, as calculated in [Aga01]. This
value compares with € ~6.5% and the PT~37% of the Euroball array, under the same
conditions. Despite the larger germanium coverage, the performance of the Ge shell is not
better, actually it will have a PT three times worse than Euroball. The large probability
of multiple hit events in the same detector and the scattering of v rays between adjacent
detectors are the main reasons for such poor performance. The number of detector elements
required to reduce the occurrence of multiple hits events in the same element is prohibitively
expensive. The proposed solution is to use highly segmented Ge detectors such that all the
interactions of every - ray could be resolved.

The new concept is based on ~y-ray tracking [Lee99], this requires the complete
reconstruction of the scattering path of the v ray inside the detector material. Tracking
will allow the identification of « rays that Compton escape from the Ge and will enable the
correct distinction between single and multiple hit events, avoiding the problem of incorrect
summing.

At the time of writing, international efforts towards the development of vy-ray track-
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Figure 3.3: The 36-fold segmented, encapsulated Ge detector, as planned for AGATA.

ing arrays are focused around two main collaborations: GRETA (Gamma-Ray Energy
Tracking Array) in the USA [Del99] and AGATA (Advanced GAmma Tracking Array) in
Europe [Aga0l]. Tracking arrays will provide excellent performance and, thanks to their
improved observational limit (as presented in Fig. 3.1), they have the potential to enable the
identification of incredibly weak reaction channels. In order to optimise the performance of
a tracking array, many geometrical configurations have been investigated. The solid angle
coverage and the thickness of the Ge shell are the parameters that mainly influence the
detection efficiency (with present detector design a Ge coverage of ~80% can be achieved).
The proposal is to build a 47 array utilising Cluster type detectors, each consisting of three
36-fold segmented crystals with six-fold azimuthal and six-fold longitudinal segmentation,
as shown in Fig. 3.3. The germanium crystal, 9 cm in length and 7 cm in diameter, with
a circular shape at the rear and the shape of a tapered hexagon, at about 10° angle, at
the front, are used in order to form the optimum shell. The tapered geometry allows more
space at the back of the detector and improves the charge collection properties in the front
part, where the electrical field is very weak. A total of 180 hexagons together with 12
pentagons is proposed to form the AGATA ball, while for GRETA an equivalent geometry
consisting of 110 hexagons and 10 pentagons, very similar to Gammasphere, has been sug-

gested. Schematic geometries of the two arrays are presented in Fig. 3.4. The predicted
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Figure 3.4: The geometrical configurations proposed for the GRETA (left) and AGATA (right)

arrays.

performance of the AGATA array, as are reported in [Aga0l], is shown in Tab. 3.1.
For a complete review on the concept of y-ray tracking one can consult ref. [GRE]
and references therein.

Tracking can be considered a two-step process:
1. The determination of the energies and the positions of all the individual interactions.

2. The identification of the interaction points that belong to the same y-event and the
reconstruction of their scattering sequence, based on a statistical approach utilising

the application of the Compton scattering formula.

As explained in section 2.2, the absorption of vy radiation in the material, although occurring
via discrete interactions, can be considered as an instantaneous process. The Ge detector
cannot distinguish the time relationship of the interaction process. However by comparing
the energy deposition as a function of position to the Compton scattering formula, a solution

is afforded. Two different approaches are currently being investigated.

1. The first algorithm is based on a preliminary clusterisation of the interaction points

within a given angular separation, followed by an evaluation step to decide whether
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Detector properties specified for
Efficiency E,=0.1 MeV, M, =1 >70%
E,=1 MeV, M,=1 ~50%
E,=10 MeV, M, =1 ~10%
E,=1 MeV, M, =30 ~25%
Peak-to-total E,=1 MeV, M, =1 60-70%
E,=1 MeV, M,=30 40-50%
Angular Resolution AE/E<1% <1°
Maximum Event Rate M,=1 3 MHz
M,=3 0.3 MHz
Effective Granularity ~10° elements

Table 3.1: Predicted performances for a y-ray tracking array, as reported in [Aga01].

or not all the points in the cluster belong to the same y ray [Sch99, Baz00]. The most
likely scattering sequence is determined by means of a least-squares minimisation
of the energy-angle relation. An example of a scattering event consisting of three
interactions is sketched in Fig. 3.5, where E; is the energy released by the energetic
electron. The energy of the v ray is equal to E,;r = Ey — E;. In the case of an
event consisting of N interactions (termed E.: the energy value obtained by using
the Compton scattering formula (Eq. 2.3), and Efy’}e“ the measured value at the n®*

vertex) a x? value, to check the validity of the interaction sequence, is defined as:

E., — Emeas 2
%) (3.2)

N-1
2~ Z:Wn < z
n=1 v

where the energy of the incoming radiation is being used as standard deviation and

n

W,, is a weighting factor which takes into account the distance travelled by the vy
ray between the two points. The sum over all the vertices, up to the last Compton
scattering, includes the N! possible permutations of the points, since their time se-
quence is not known. Ideally, clusters of correctly identified points, whose energies
add to a photopeak event, should have a xy?=1. In practice, due to the finite energy

and position resolution of the detector, the x? is different from unity even for good

46



. > 6, y

O Y 5
EZ

2

S

Figure 3.5: A schematic illustration of the scattering path of a v ray in the detector material.

clusters. This represents an unavoidable limitation to the reconstruction efficiency of

the tracking algorithm. Since the absolute value of x? does not carry any physical

meaning, an acceptance threshold on its distribution is set depending on the quality

of the reconstructed spectra. The reconstruction efficiency of a tracking algorithm

at a given y-ray energy is measured as percentage of correctly identified events, i.e.

those in the photopeak.

Typically, a higher x? threshold would give higher efficiency to the detriment of the

peak-to-total. The reconstruction efficiency of tracking algorithm strongly depends on

the position resolution; for efficient y-ray tracking algorithms a position resolution of

~1 mm is required [Vet01]. As tabulated in Tab. 3.1 for the possible AGATA array, a

total photopeak efficiency of 25% and a peak-to-total of 50% is achievable for 1 MeV

-ray energy and at a M,=30. This means that, in comparison with Gammasphere,

whose photopeak efficiency under similar conditions is ~8%, a gain of 3.75 in efficiency

can be achieved even at a high y-ray multiplicity.

2. The second method, known as the backtracking algorithm, consists of a preliminary

identification of the last interaction point and then, by using the energy-angle relation

of the Compton law, a backward reconstruction of the track up to the first interac-

tion position [Mar99]. This method is based on the principle that the energy of the

last photo-electric interaction, which terminates the Compton scattering sequence, is

nearly constant and independent of the initial y-ray energy. The performance of the

backtracking algorithm is very similar to that of the clusterisation algorithm.
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For the photoelectric and pair production interaction mechanisms, different tracking crite-
ria apply. While no tracking criteria can be applied to low energy + rays directly absorbed
by the photo-electric effect, pair production events are easily recognized from their charac-
teristic signature: a point with energy E,-1.022 MeV and two < rays emitted back-to-back
(see section 2.2).

Of particular interest, is the determination of the first and second interaction points:

1. The localization of the first interaction will enable a better Doppler correction to be

performed.

2. The first and the second interaction point will help to determine the linear polarization

of the v ray and therefore the parity of nuclear levels which have decayed.

Following the above discussion, the feasibility of performing ~-ray tracking relies on the
achievable position resolution. Therefore one of the key aims of this work was to assess

quantitatively detector performance in this area.
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Chapter 4

Experimental measurements

4.1 Experimental setup

In order to resolve different -y rays interacting in the detector volume and to reconstruct
their scattering sequence, the total number of interactions, the 3D-position and the energy
of every individual interaction has to be known precisely. The precision of v-ray tracking
is strongly correlated to the quality of this information. The experimental measurements
carried out in this work relate to the 6x4 segmented prototype detector. The principal
aims of the measurements were the characterisation of the detector performance using both
conventional analogue and new digital electronics. In this section the experimental set-up

used in the measurements will be described.

4.1.1 The 6x4 prototype detector

The Ortec prototype detector, named TIGRE (Tracking the Interaction of Gamma Ray
Events), was delivered to the Oliver Lodge Laboratory in February 2001. Photograph of
the detector and of the Ge crystal, before mounting in the cryostat, are illustrated in Fig.
4.1, while a schematic view of its geometry is presented in Fig. 4.2. TIGRE consists of a
coaxial high-purity n-type germanium crystal, 65 mm diameter by 80 mm length, inside a
1 mm thick aluminium can of the same shape. The inner contact is n™ lithium drifted (800
pm nominal thickness); the outer one is p* boron implanted (0.3 pm nominal thickness).
The impurity concentration is not homogeneous along the crystal: it varies between 2.0 x 10°

atoms/cm? in the coaxial (back) part to 1.5x 10! atoms/cm? at the closed-end part (front).
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Figure 4.1: Photographs of the 6x4 prototype detector: the detector complete with the alu-

minium cryostat housing the crystal, the preamplifier board and the cryostat (left); the germa-

nium crystal with the electrical segmentation pattern (right).
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Figure 4.2: Geometry of the 6x4 prototype detector.
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The outer electrode is segmented along two dimensions, six ways longitudinally and
four ways in depth, which results in a total of 25 output electronic channels (twenty four
outer segments plus the inner contact). The separation between adjacent electrodes is
~150 pm. The inner contact has not been segmented, so it provides a convenient measure
of the total energy deposited by the incident v radiation. In this work, the six vertical
divisions are called sectors, enumerated from 1 to 6, while the four horizontal divisions are
called slices, labelled A,B,C and D. The transverse segmentation planes are at different
relative distances, namely 15 mm, 15 mm, 20 mm and 30 mm, starting from the front.
This choice reduces the volume of the segments in the closed-ended part, where the electric
field is not truly coaxial', and allows one to obtain a more equal count rate across the
twenty four segments. The crystal is bulletised to improve the electrical field in the front
of the crystal. Fach contact is fitted with a fast charge sensitive preamplifier based on
a design by the University of Cologne [Ebe00], provided with warm FETs. The gain of
the preamplifiers is ~250 mV/MeV for the outer contacts and ~130 mV/MeV for the
inner one. The outer contacts are connected to ground through DC coupled non-inverting
preamplifiers and therefore their output signals have negative polarity. The inner contact is
coupled through an AC non-inverting preamplifier and provides a positive polarity signal.
Although warm, the FETSs present low noise (about 2.5 mV peak-to-peak, corresponding to
~10 keV) and good energy resolution performance. In mounting the preamplifiers, special
care was taken in reducing the length and crossing of the electric wires, in order to minimise
electrical cross-talk problems. The operating voltage is +3200 V to the centre contact,
which corresponds to an electric field inside the detector sufficient for the charge carriers to
reach the saturation velocity (see Fig. 2.12). There is only one preamplifier power supply
requiring a +/-12 V line. Under operation, the detector is maintained at liquid nitrogen

temperature. The dewar has a nominal holding time of 72 hours.

4.1.2 Digital signal processing system

In order to carry out pulse shape analysis of the detector signals, digital signal processing

electronics is required. In this section, the features of a suitable digital signal processing sys-

!Special care was taken in manufacturing the detector; indeed the first transverse segmentation plane is

placed at a point believed to mark the transition from the complex to the coaxial electric field.
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Figure 4.3: A block diagram representing the components of a digital signal processing chain,
compared to the conventional analogue electronics solution. In the analogue electronics ap-
proach, the energy is extracted by means of a shaping amplifier and the time is obtained
through a timing filter amplifier (TFA) and a constant fraction discriminator (CFD). In the
digital approach, the preamplifier signal is digitized using FADC units; the data are processed
by means of a pulse shape analysis (PSA) routine. The information provided is the input to a

v-ray tracking algorithm (GRT).

tem and its advantage over a conventional analogue electronics system will be summarised.
Digital signal processing is a technique based on a direct digitization of the detector
preamplifier signal. This enables the extraction of the quantity of interest from the incom-
ing data, the suppression of non-essential information and a consequent reduction of the
incoming data stream to a manageable level [Kos99].
A block diagram of the digital signal processing electronics chain is presented in Fig. 4.3.
To preserve all the relevant features of the pulse shape and to obtain the same energy reso-
lution achievable with analogue electronics, the preamplifier signal must be digitized with a
waveform digitizer (FADC, flash analogue to digital converter). Due to the characteristics of
the preamplifier signals, i.e. high bandwidth and large dynamic range, FADCs with 12-bit
amplitude resolution and a sampling rate of at least 40 MHz [Hub99] have been used.
The data are processed by means of a pulse shape analysis routine and the information pro-
vided is the input to a -ray tracking algorithm. The ultimate aim of the digital electronics
system is to provide a hardware and software solution powerful enough to enable the imple-

mentation of pulse shape analysis routines in the DSP (Digital Signal Processor) or FPGA
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(field programmable gate array) unit for on-line data reduction. The DSP and FPGA are
devices used to perform digital filtering on the sampled ADC data in real time. A DSP is
a specialised microprocessor, typically programmed in C, which is well suited to extremely
complex mathematical tasks, with conditional processing. In contrast a FPGA is a device
which contains a large number of gates (~0.2-8x10°) and is programmed by connecting
the gates together to form multipliers, registers, adders and so forth, using a proprietary
programming language. The DSP can be programmed with fairly complex algorithms but
it offers relatively slow speed operation. On the contrary the FPGA allows a high speed
operation but it can be programmed only with relatively simple algorithms [Laz01]. Ideally,
for each interaction point only five values should be extracted: the energy, the time and the
three spatial coordinates. Each piece of information will require the application of different

processing algorithms.

4.1.3 The scanning apparatus

In order to improve the position resolution of the detector by utilising pulse shape analysis,
the relationship between the pulse shape and the interaction position has to be known
quantitatively, i.e. the pulse shapes have to be calibrated with respect to the entry point
of the v ray in the whole detector volume. This calibration is achieved by means of a scan
of the detector. The technical details of the scanning system will be presented here; the
experimental results will be discussed in a later section.

A schematic view of the scanning apparatus is displayed in Fig. 4.4. It consists of:

- A high resolution positioning system provided by Unimatic Engineers. The motorised
table, arranged in a x-y axis configuration, consists of a Parker Automation position-
ing table (408012ST series) made of two independent sliders; each slider is built from
a square rail bearing linear table of high quality aluminium alloy, protected with a
black anodized surface finish; the surfaces are precision grounded to assure flatness.
Each slider utilises a precise lead screw driven by a Pacific Scientific stepper motor.
The stepper motor is operated by Parker PDFX15 indexer, which is computer con-
trolled, enabling precise sequences of moves to be executed. Limit and home switches
enable safe operation of the table and good reproducible positioning respectively. The

moving profile can be programmed in software. The optimum position resolution of
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Figure 4.4: Schematic view of the scanning apparatus.

the system is 50 ym [Par00]. However for this work the table was configured with 100

pm resolution.

A heavy metal collimator with a 2 mm diameter hole, inserted in a block of lead, 20
cm radius by 8 cm depth (see Fig. 4.5). The function of the collimator is to limit the

portion of the detector which is irradiated.

A 0.33 mCi '37Cs source, mounted inside the collimator. The choice of the source
activity was made on the basis of the achievable good count rate, but taking into

account the collimator performance.

A detector holder provided with a lead shield of variable height (about 12 cm), to
adjust the position of the Ge crystal with respect to the collimator top. The detector,
the collimator and the x-y position table are supported by milled steel plates.

Despite the use of collimator and shield, designed to minimise the fraction of events which

interact outside the region irradiated by the collimator, there is always a finite probability

that unwanted background radiation will interact in the germanium. In order to minimise

the background, only events depositing a full energy of 662 keV ('37Cs 7-ray energy) were

considered. The main background source was environmental background due to “°K, at an
energy of 1460 keV.
A simulation using the code Monte Carlo N-Particle (MCNP) [Mcn94] was carried out in
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Figure 4.5: The geometry of the heavy metal collimator (left); the number of detected v rays

as a function of the distance form the centre of the collimator (right).

order to investigate the effectiveness of the collimator design. MCNP is a general-purpose
Monte Carlo code, which describes the photon transport in an arbitrary three dimensional
configuration of materials. The definition of the collimator geometry and the '37Cs source
was included in the code. The flux of v rays as a function of position was calculated. The
results presented in Fig. 4.5 show the numbers for the 0.3 mCi source. The number of
counts drops considerably away from the collimator hole and the spread of the radiation

from the collimator has a FWHM of ~5 mm at a source-detector distance of 10 cm.

Electronics

For pulse processing, twenty-five channels of fast digital signal processing electronics are
required. Eighteen channels are provided by three cM62 cards of six channels each, fitting
into a compact PCI (Peripheral Component Interconnect) crate [Inn0Oa]. For the other
seven channels a Joerger Enterprises, Inc. Model VIR10012 VME card installed in a VME
crate [Joe02] has been used.

Each cM62 card has one Texas Instruments DSP and three OMNIBUS slot AD40 cards,
with two channels each, connected as plug in modules [Inn00b]. A simplified block diagram
of a cM62 card is shown in Fig. 4.6. Each channel of the AD40 module consists of a
low distortion input amplifier, a 12-bit dynamic range - 40 MHz sampling ADC and a
FIFO (First In First Out) 1k Sample circular buffer, to allow efficient data collection and

95



INPUT Low dist
input ampl

INPUT Low dist
input ampl
AD40

ADC | | FIFO CM62
12bit 1KW —‘ | bsp
ADC FIFO J
12bit 1kW I
Clock 40 MHz e
| Interface HOST
GATE COMPUTER
2x P
CM®62 local bus
AD40 P>

Figure 4.6: Block diagram of a cM62 card, showing two channels provided by an AD40 module.
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Figure 4.7: Schematic view of the data acquisition system.
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transport to the host DSP card. The DSP can collect the data from the AD40 as either
single points to minimise latency, or as data set (up to the full FIFO size) to minimise the
interrupt rate to the host computer. Additional on-board logic supports pre-triggering, in
which the FIFO is continuously refilled with fresh conversions until an external gating event
is detected, after which a programmable number of samples are acquired. When the trigger
occurs, a user-specified number of samples are saved in the input FIFO as the pre-triggering
information, after which new samples are retained until the FIFO fills. Data acquisition
for each channel may be inhibited until the input level exceeds a programmable voltage
threshold, after which acquisition is enabled.

The Joerger card uses a 12-bit dynamic range - 100 MHz sampling ADCs. The

module has an on board SRAM memory of 1k sample per channel and it can also operate
in pre-triggering mode.
Both the cM62 and the Joerger cards were used with an external trigger, provided by
the centre contact signal from TIGRE. The trigger was formed by utilising a timing filter
amplifier (TFA) followed by a constant fraction discriminator (CFD), with an optimal CF
delay of 100 ns. In order to minimise the background, an appropriate threshold of the CFD,
was chosen. The threshold was set below the 662 keV ~-line, to limit the data acquisition
to events fully absorbed in the detector volume. In this condition, the maximum trigger
rate was 50 cps. The background rate was 8 cps.

For each channel, 512 data samples were recorded. The sampling window for the
cM62 (40 MHz) was therefore 12.8 us, while for the Joerger card (100 MHz) it was 5.12 us.
The trigger point was chosen as 64 samples into the sampled signal. The input coupling
was 502/DC. The 12 bit y-range corresponds to 4096 arbitrary units of magnitude digitized
over +1 V to -1 V. This results in a FADC sensitivity scale of 0.5 mV per unit. Before
being sampled, the detector signals were amplified by a factor of five and the DC offset was
removed in hardware?. This enabled the full dynamic range of the FADCs to be exploited.
The typical amplitude of the preamplifier outer contact signals were ~160 mV at 662 keV,
before the amplification step, and ~800 mV, after amplification. The amplitude of the
centre contact signal was ~80 mV before, and ~430 mV after amplification.

Control, data acquisition and storage tasks were performed via a PC work station. An

*Due to the large DC offset of contact B5 (-308 mV before amplification), this channel was not amplified.
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Contact  Offset Gain Contact  Offset Gain
[mV] [mV/MeV] [mV] [mV/MeV]
Al +50 234 C1 -10 276
A2 -262 262 C2 -220 245
A3 -220 271 C3 -214 267
A4 -224 282 C4 -230 239
A5 -240 277 Ch -198 260
A6 -210 251 C6 +15 253
B1 -183 264 D1 -165 233
B2 -226 274 D2 -220 278
B3 -204 238 D3 -230 239
B4 -230 254 D4 -390 288
B5 -308 267 D5 -210 251
B6 -250 271 D6 -167 245

Table 4.1: Gain and offset values of the outer contact preamplifiers.

overall view of the data acquisition system is shown in Fig. 4.7. The data acquisition system
utilised the MIDAS software system. A preliminary analysis of the data was performed on-

line using the MIDAS MTsort program [Sam00].

4.2 Detector performance

In this section the experimental measurements performed on the 6x4 detector are reported.
The first part discusses the testing of the detector, carried out mainly by means of conven-
tional analogue electronics; in particular, results on energy resolution, detection efficiency,
preamplifier response and noise characteristics will be presented. The second part discusses
the analysis of the scan data: the performance of the acquisition system, the quality of
the digitized data and the accuracy of the collimation system are tested. The detector re-
sponse to a radiation event in terms of segment sensitivity and the scattering profile between
adjacent segments will be discussed.

The first characterisation of the detector was to measure the preamplifier gain and

offset values, as reported in Tab. 4.1.
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Figure 4.8: Energy resolution results for the 24 position channels of the 6x4-fold detector at
122 keV and 1332 keV. The measurements have been taken by using a shaping time constant

of 6 us on the spectroscopy amplifier.

4.2.1 Energy resolution measurements

The detector energy resolution has been characterised, using two sealed radioactive sources,
a %9Co and a 3"Co source, by calculating the FWHM of the photopeak at 1332 keV and 122
keV, respectively. In order to reduce any microphonic effects due to mechanical vibrations,
the detector was placed on a sponge layer. The preamplifier output from the detector was
amplified and shaped using a spectroscopy amplifier (Ortec mod. 671). The output was fed
into a multi channel analyser, which consisted of an Ortec 8k TRUMP ADC card and the
Ortec Maestro software version 4.2.
In order to ensure statistically reproducible results, 1000 counts in the peak channel were
required for each measurement. The spectroscopy amplifier allows either Gaussian or Tri-
angular shaping and a variety of time constants. The Gaussian shaping mode and a time
constant of 6 us provided the best results.

The measurements were first performed by connecting only one signal cable and then
repeated, with all six channels of the same slice connected. The two sets of measurements
provided consistent results, both in terms of the position of the peak centroid, which ap-

peared in the same ADC channel number, and in terms of the FWHM. This demonstrates
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that the electronic channels have good gain stability: capacitive load on a preamplifier
channel does not affect the performance of the other electronic channels.

Energy resolution results for the 24 position signals are reported in Tab. 4.2 and
displayed in Fig. 4.8. The measured energy resolution of the outer contacts ranges from
~2.1 keV to ~2.5 keV. The segments in slices A and D have the worst energy resolution. As
described above, due to the geometry of TIGRE, at the closed-ended part and at the back
part of the detector the electric field is not coaxial; at the closed-ended part the electric
field is very weak, at the back part it is complex. The electric field distribution influences
the charge collection process and, consequently, the energy resolution of the detector. The
resolution of the inner contact has always been very poor (3.9 keV) since the detector was

manufactured.

4.2.2 Efficiency measurements

The relative efficiency of the TIGRE detector was measured using conventional analogue
electronics. A value of 64% was measured for the 1332 keV « ray in %°Co at 25 cm source-
detector distance. The experimental uncertainty was <6%, mainly due to the uncertainty
in the source position.

Efficiency measurements at a 25 cm distance were repeated as a function of the y-ray energy,
using various sources (%?Eu, ?3Ba, 88Y and 2! Am). The trend of the efficiency curve is
presented in Fig. 4.9. The fit of the data has been performed with the program EFFIC
[Hao90].

4.2.3 Preamplifier response

A fundamental characteristic for a tracking detector is the fast response of the preamplifier
circuit. The preamplifier response of the TIGRE detector was measured using a precision
pulse generator providing a step function with a 2 ns leading edge. The rise time was
measured as the time the pulse takes to grow from 10% to 90% of its final amplitude, using
a fast HP Infinium scope with a sampling frequency of 1 GHz. The value obtained from the
preamplifier output pulse was 29 ns. The measurement refers to the centre contact signal,
the only one provided with a test input. The shape of the preamplifier output signal is

shown in Fig. 4.10. From this result, it can be concluded that the detector preamplifiers
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Contact FWHM [keV]! FWTM [keV]! FWHM [keV]! FWTM [keV]!)
1332 keV 122 keV
Al 2.51 4.70 1.61 3.13
A2 2.54 5.15 1.66 2.97
A3 2.58 4.91 1.52 2.78
Ad 2.46 4.76 1.57 2.66
A5 2.55 5.00 1.48 2.68
A6 251 4.92 1.68 3.26
Bl 2.60 5.01 2.24 3.60
B2 2.10 3.78 1.38 2.53
B3 2.14 4.10 1.35 2.57
B4 2.22 4.13 1.40 2.58
B5 2.35 478 2.07 3.75
B6 2.06 3.87 1.35 2.62
C1 2.19 4.06 1.39 2.63
€2 2.09 421 1.45 2.68
C3 2.12 3.91 1.39 2.68
C4 2.18 4.17 1.46 2.72
C5 2.09 4.18 1.45 2.68
C6 2.16 413 1.39 2.59
D1 2.37 4.34 1.47 2.76
D2 2.17 4.32 1.39 2.61
D3 2.37 444 1.68 3.15
D4 2.21 4.16 1.36 2.63
D5 2.37 443 1.53 2.86
D6 2.24 443 1.55 2.95

Table 4.2: Energy resolution results at 122 and 1332 keV for the outer contact signals.
[1] Uncertainties on the energy resolution measurements are typically <5 %.
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Figure 4.9: Relative efficiency curve as a function of the y-ray energy.

[1] Uncertainties on the energy resolution measurements are typically <6 %.

are fast enough to enable time variations larger than 30 ns to be distinguished; this time
resolution is sufficient for measuring variations in the the signal rise time, which, for the
TIGRE detector, is of the order of 200 ns.

By substituting the calculated rise time in Eq. 2.42, one obtains a preamplifier
bandwidth of 12 MHz, which is in good agreement with the preamplifier specifications (12.5
MHz).

4.2.4 Noise evaluation

A detailed Fourier analysis of the preamplifier signal allows one to distinguish between the
various contributions of noise and to configure the detector in order minimise their influence
[Pre99]. The noise response of the detector is discussed in terms of the integrated power
spectrum as a function of frequency [Vet00].

Fig. 4.11 displays an example of a typical outer contact noise signal, its power
spectrum and the corresponding integrated power. The noise signal corresponds to the
time dependent charge amplitude measured from a contact not participating in the ~-ray

charge collection. The signal was digitized with a 12 bit/100 MHz FADC. In the picture,
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Figure 4.10: The centre contact preamplifier response to a precision pulses generator digitized

with a fast scope having a sampling frequency of 1 GHz.

the signal amplitude has been converted from arbitrary units into keV by considering the
gain of the preamplifier/amplifier chain® (see Tab. 4.1). The peak-to-peak noise is ~2.5
mV, which corresponds to a noise level of ~5 keV.

The power spectrum as a function of frequency f is given by the amplitude of 3(f),

the Fourier transformation of the signal function s(t):

3(f) = [ O:o s(t)e2 gy, (4.1)

while the integrated power has been calculated as:

P = [ P (4.2

With reference to Fig. 4.11, the integrated power increases linearly with the frequency up
to 13 keV? (3.6 keV) at a frequency of 15 MHz, then it starts saturating until it reaches
the plateau value of 20 keV2 (4.5 keV). This noise characteristic reflects the white noise
contributions in the frequency range of the preamplifier bandwidth, predominantly given
by electronic noise in the FET and by the detector capacitance [Gou72]. The plateau value

determines the overall noise in the system and therefore provides a low energy threshold

3The preamplifier has a gain of ~250 mV/MeV, while the amplifier used in the electronics chain before
the digitization step has a factor five amplification and a bandwidth of 200 MHz, which, being larger then
the sampling frequency of the FADC, does not influence the frequency analysis.
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Figure 4.11: Noise signals from a typical outer contact preamplifier, digitized with a 12 bit
dynamic range FADC at a sampling rate of 100 MHz (top), its power spectrum (middle) and

its integrated power(bottom).
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for the identification of a real charge event in a segment. An integrated noise contribution
of 4.5 keV is a very good result for a warm FET preamplifier. The results for a cold FET
preamplifier are reported in [Vet00]. However, due to the different configuration of the

preamplifiers and internal wiring, a direct comparison it is not possible.

4.3 The scan

The response function of the detector was calibrated as a function of position. In this section
results on the charge collection properties and on the electric field distribution inside the
detector will be discussed, while results on position determination will be reported in section

5.6.1.

4.3.1 Experimental Details

The front face of the detector was irradiated by moving the collimated source in two di-
mensions, horizontally. Prior to a detailed scan, a coarse surface scan was performed in 5
mm steps with a rectangular profile, in order to define the coordinates of the indexer which
were required to scan the detector. The acquisition time at each position was 3 minutes.
This test scan also enabled the calibration of the table position with respect to the centre
of the detector and to check the statistics at each position.

A finer scan was then performed using 2 mm steps and 5 minutes at each position.
A rectangular profile was used and data from a total of 1520 positions were collected. A
total of 210 GBytes of data were recorded in five days. The data were recorded onto five
DLT40/80 tapes.

4.3.2 The detector response to radiation events

It is useful to introduce the concept of detector sensitivity as a tool to study the response
of the detector to radiation events. The detector sensitivity is defined as the number of
full-energy events recorded over a given time window. The sensitivity of the detector is
non-uniform within the germanium volume. Variations in the detection sensitivity are due
to crystallographic properties of the Ge crystal (impurity concentration and possible lattice

defects), the electric field distribution and the penetration distance of the v radiation in Ge
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(v rays interacting close to the edge of the crystal are more likely to Compton scatter out
of the germanium material before being fully absorbed).

Maps of the detection sensitivity were obtained by plotting the number y-ray events,
which meet some trigger requirement, as a function of the interaction position. The ~-ray

events were selected by using two kinds of selection criteria (gates):

1. A gate on the y-ray energy measured both on the centre and the outer contact signals.
The energy information was extracted from the number of digitized pulse by means of
the pulse shape analysis routine, discussed in section 5.3; energy spectra were created
for each contact signal. The energy gate was then set as an energy window around

the region of the spectrum of interest.

2. A gate on the position of the scanning table, to ensure that the energy absorption

occurred in the sector facing the source.

Fig. 4.12 shows the sensitivity map measured from the centre contact signal. Only an energy
gate on the centre contact signal was used to select the 662 keV v-ray events occurring in
the detector volume. The sensitivity map has been plotted in two graphical representations,
a 3D-surface map (top) and a 2D-contour map (bottom); in the latter the number of counts
is indicated by the colour scale. From the plot, the shape of the germanium crystal, the
centre contact hole and the crystal edges are clearly distinguishable. This plot provides also
an important check on the data acquisition system performance. From a visual inspection
of the plot, the number of counts as a function of position are consistent with the detector
geometry.

The energy spectra were obtained from the centre contact signal and from the outer
contact signals of sector one. The results, presented in Fig. 4.13, show the response of the
detector to 662 keV 7 rays. The centre contact signal and the outer contacts Al and D1
manifest low energy tails. Such a response is not observed in contacts Bl and C1. The low
energy tail arises from photopeak events, whose energy has not been fully collected at the
electrodes, either because of crystal defects providing charge trapping [Sze95c] or because
the electric field is not strong enough to allow all the charge carriers to reach the destination
electrode. The latter case is likely to be responsible for the incomplete charge collection

observed in the TIGRE detector.
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Figure 4.12: Sensitivity map of the 6x4 detector to full energy events. The top part shows
the number of 662 keV events as a function of the source position in a 3D-surface map repre-
sentation, while the bottom part shows a 2D-contour map, where the number of counts is given

by the colour scheme.
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Figure 4.13: Energy spectra measured from the centre contact (left) and from typical outer
contact signals, namely A1, B1, C1, D1. The narrow and the wide gate widths are indicated.
The low energy tail of the full energy peak from Al, D1 and from the centre contact signals

can be attributed to incomplete charge collection.

In order to investigate the influence of incomplete charge collection on detector response,
sensitivity maps for each individual segment were produced using different gate widths
around the photopeak energy (as indicated in Fig. 4.13). Results are summarised in Tab. 4.3
and the corresponding figures. On the sensitivity plots, the most probable crystallographic
directions, labelled by Miller indices, are indicated. These directions have been empirically
obtained on the basis of the discussion reported in section 2.6.1.

The results show that the response of a segment in the front slice of the detector is clearly
different from the other segments. The overall number of counts systematically decreases
from slice A to slice D, due to the different efficiency of the four slices for a y ray of 662 keV*.
In the middle slices (B and C) the sensitivity is axially symmetric; in the front (A) and in
the back (D) slices, near the crystal edge, there are regions with a much lower number of
counts, whose sensitivity depends on the applied gate width. In the worse case, in slice A
the number of counts drops by a factor of 6 ( see Fig. 4.14), and in slice D a ring of ~5 mm
thickness at the crystal edge presents a count rate comparable to the background. If this

phenomenon is due to incomplete charge collection, a more uniform sensitivity among the

“Although the geometry of the detector was designed with different separation distances between the
horizontal segmentation planes, in order to have almost uniform count rate over all the 24 segments, the

probability of having a photopeak event in slice A at 662 keV is higher than in the back segments.
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Energy gate Energy gate Position gate Figure
on centre on outer
wide no no 4.12
narrow wide yes 4.14
wide wide yes 4.15
wide narrow yes 4.16

Table 4.3: The table summarises the sensitivity results obtained for each slice of the detector,
using different gates on the energy of centre and outer contact signal. A wide gate indicates an
energy window of 50 keV around the 662 keV ~-line, a narrow gate defines an energy window

of 15 keV (see Fig. 4.13).

segment area would be obtained with a wider energy gate on the centre contact: those events
whose energy has been only partially collected would be recovered in the spectrum. This
effect is indeed observed in Fig. 4.15 for slice A. The electric field in the closed-ended part
of the detector is non-coaxial, in particular, the edges of the detector experience a weaker
electric field ([Kr601], [Mih00]). In these regions the free charge carriers created by the
-ray interaction can recombine (or, less likely, be trapped) before reaching the destination
electrode. The charge is therefore not fully collected by either electrode. The effect is most
marked along the (110) crystallographic direction due to the smaller drift velocity of the
charge carriers along that direction (see section 2.6.1).
The situation is different in the back slice of the detector, where the sensitivity behaviour
is influenced by the width of the energy gate on the outer contacts, but not by the width
of the energy gate on the centre contact. Due to the clamp at the back of the detector, the
electric field at the back of slice D is complex. For technical reasons, the outer contacts
were made 9 mm shorter than the effective length of the crystal (see Fig. 4.17). Events
interacting in the back corners are detected by the centre, but not by the outer contact,
therefore the photopeak efficiency at the edge of slice D is lower than expected if a narrow
gate is applied on the outer contact energies.

The response of the detector to Compton scattered events has also been investigated.
Compton scattered events were selected by requiring that the energy deposition in one

segment was in the Compton range (between 20 keV and 650 keV). Sensitivity maps for
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Figure 4.14: Maps of the segment sensitivity for slice A (top left), slice B (top right), slice C
(bottom left) and slice D (bottom right). The photopeak events were selected using a narrow
energy gate on the 662 keV ~-ray line from the centre contact and a wide energy gate on the 662
keV ~-ray line from the outer contacts. The white arrows indicate the probable crystallographic

directions labelled by the Miller indices.

each detector slice are reported in Fig. 4.18. Compton scattered events between adjacent
segments are more likely to occur near to the segment boundaries. The number of counts,
in a ~5 mm region around the segment boundaries, is about a factor 1.2 higher than in the
middle of the segment. Again, slice A manifests a different behaviour: Compton scattered
events are more focused towards the centre and the hole corresponding to the inner electrode
is less distinguishable. This is expected, since the hole for the centre electrode occupies only
a small part of slice A.

In order to characterise further the dependence of the detector sensitivity on the

electric field, sensitivity maps were produced as a function of the interaction depth within
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Figure 4.15: Maps of the segment sensitivity for slice A (top left), slice B (top right), slice
C (bottom left) and slice D (bottom right). The photopeak events were selected using a wide
energy gate both on the centre and on the outer contacts. The white arrows indicate the

probable crystallographic directions labelled by the Miller indices.

the same detector slice. As will be discussed in section 5, it is possible to decide whether
an interaction has occurred close to the front or close to the back part of a given slice, by
looking at the magnitude of the transient charge signals (a transient charge is induced in the
spectator segment to a -y-ray interaction) induced in the adjacent slices along the vertical
direction. Transient charges are defined as large or small depending on their magnitude. In
this work the classification has been made by requiring an amplitude threshold, as shown
in Fig. 4.19. The amplitude of the image charge is expressed in arbitrary units, since it has
been calculated as the maximum of the transient charge signal, without applying any formal
calibration. For example, if an interaction occurs close to the front part of segment Al, the

amplitude of the transient charge signal induced in segment Bl is small, on the contrary, if
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Figure 4.16: Maps of the segment sensitivity for slice A (top left), slice B (top right), slice
C (bottom left) and slice D (bottom right). The photopeak events were selected using a wide
energy gate on the centre and a narrow energy gate on the outer contacts. The white arrows

indicate the probable crystallographic directions labelled by the Miller indices.

the interaction occurs close to the back part of segment Al, the amplitude of the transient
charge induced in segment Bl is large. Using this argument, interactions occurring in either
the front part or the back part of each detector slice have been selected.

The results for slice A are reported in Fig. 4.20. The top plots show the number of 662
keV ~y rays fully collected at the back of slice A, for a narrow (left) and wide (right) energy
gate applied to the centre contact. The bottom left plot shows the number of photopeak
events occurring in the front part of the slice for a wide energy gate (for a narrow gate, the
efficiency map looks identical but with less statistics).

In order to understand the results, one needs to consider the trajectories the charge carriers

have to travel to reach the destination electrodes (see Fig. 2.13). Interactions occurring in
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Figure 4.17: Geometry of slice D. For technical reasons, a layer of 9 mm of “dead” germanium
is placed at the back of the detector: the centre electrode is 9 mm longer than the sum of the

length of the outer electrodes.

the front part of slice A, where the electric field is nearly uniform at the front of the centre
electrode and weak at the edge, are mainly collected towards the centre of the detector.
Interactions occurring in the back part of slice A, where the electric field is quasi-coaxial,
are fully collected with charge carriers moving towards the crystal edge. Crystal orientation
effects are enhanced by the narrow gate. It is worth noticing that in the top plots of
Fig. 4.20, the number of counts drops at the centre of the crystal because of the lack of
information from the transient charge signals. As will be discussed in the next chapter, the
part of the segment most sensitive to full energy events corresponds to the middle of the
active volume. However this region, due to the small size of the mirror charge induced on
the adjacent segments, is the least useful to pulse shape analysis purposes.

Fig. 4.21 shows the Compton scattering sensitivity maps for ~y-ray interactions
occurring in the back part (left) and in the front part (right) of slice A. Again, it is evident,
the regions most sensitive to Compton scattered events are the segmentation boundaries.
Again, the efficiency of the front part is higher at the centre of the detector, the sensitivity
of the back part remains high up to the edge. The drop in sensitivity for different radial
positions can be attributed to the lack of transient charge information.

Fig. 4.22 and Fig. 4.23 show the photopeak sensitivity at the front and at the back

of slices B and C, respectively. Interactions in the front part of slice B were selected by
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Figure 4.18: Maps of the Compton scattering sensitivity for slice A (top left), slice B (top
right), slice C (bottom left) and slice D (bottom right). The number of full-energy events
involving an interaction in more than one segment has been plotted as a function of the colli-
mator position. The white arrows indicate the probable crystallographic directions labelled by

the Miller indices.

requiring a large transient charge induced in slice A or a small transient charge induced in
slice C; interactions in the back part of slice B were selected by requiring a small transient
charge induced in slice A or a large transient charge in slice C. Similarly, interactions in
the front part of slice C were selected by requiring a large transient charge induced in slice
B or a small transient charge induced in slice D; interactions in the back part of slice C
were selected by requiring a small transient charge induced in slice B or a large transient
charge in the slice D. As expected, since the electric field in slices B and C is truly coaxial,
the sensitivity maps displays axial symmetry. The smaller number of counts in the middle
of the active volume, in left plots, once again is attributed to the poor transient charge

information at this radius. These plots provide a measure of the region where image charge
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Figure 4.19: Frequency distribution of the amplitude of the transient charge signal measured
as the absolute maximum of a typical outer contact signal. The amplitude values are expressed
in arbitrary units, because no calibration or gain matching procedures have been applied to the

data. The threshold defining an image charge as large or small is indicated.

is not present. The significance of this effect will be discussed in chapter 5.

Finally, Fig. 4.24 shows the sensitivity at the front and at the back of slice D,
obtained by selecting, respectively, a large and a small transient charge induced in slice C.
The plots show that the sensitivity drops considerably in the outside part of the slice. As
already mentioned and as shown in Fig. 4.17, the outer electrode is 9 mm shorter than the
inner one, i.e. from the point of view of the outer contacts, there is a 9 mm dead layer of
germanium. If the y-ray interaction occurs in this layer, the charge is not collected by the
outer contact, which therefore do not see the full energy event. The situation is worse at

the back than at the front of the slice.

4.3.3 Position of the segment boundaries

When the detector was mounted on the scanning table, the relative position of the seg-
ments was unknown. In order to determine the position of the segment boundaries, the
detector response was investigated and hit-pattern spectra were created as a function of the
interaction position. Results at four representative positions of the scanning table within
sector three, are shown in Fig. 4.25. A hit-pattern spectrum is defined as the histogram
incremented with the number of real events occurring in each of the twenty four segments.

From the number of incremented counts, qualitative information about the macroscopic
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Figure 4.20: Photopeak efficiency map at different depths in slice A. Events occurring at
different depths were selected using the amplitude of transient charge signals induced in slice
B: a small image charge induced in the B-contact corresponds to an interaction occurring in
the front part of slice A, on the contrary, a large image charge corresponds to an interaction

occurring in the back part of slice A, close to the boundary with B.
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Figure 4.21: Compton scattering efficiency map in the back part (left) and in the front part
(right) of the slice A.

position of the ~-ray source can be obtained. From these results it can be concluded that:

- position (1) corresponds to interaction occurring in front of the centre contact. The
core electrode contact absorbs  rays which interact in it. The number of counts in
segment A3 is therefore almost unaffected, because the central electrode only extends

0.6 cm inside the front slice (see Fig. 4.2);

- position (2) was determined to be closer to the boundary with sector two, because
the number of counts observed in the segments of sector two is higher than in the

segments of sector four;
- position (3) is closer to the boundary with sector four;

- position (4) is closer to the boundary with sector four and close to the crystal edge,
because the number of counts in slice A is slightly lower than in slice B. This is a

direct result of the poor charge collection observed at the edge of the front slice.

Sensitivity maps for each segment were incremented in order to obtain information on the
effective position of the segmentation boundaries. Fig. 4.26 shows the sensitivity plots
for segments A1, B1, C1 and D1. The results show that the A-segments are well defined
and their borders overlap with the segmentation planes, but in the B, C and D-segments
the boundaries are smeared out. This smearing is a consequence of the geometry of the

collimator: < rays interacting in the front part of the detector are well collimated, while
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Figure 4.22: Photopeak efficiency map at two depths in slice B: near slice C selecting large
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Figure 4.23: Photopeak efficiency map at two depths in slice C: near slice D selecting large
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Figure 4.24: Photopeak efficiency map at two depths in slice D: near slice C selecting large

image charges in the C-contacts (left) and at the back selecting small image charges in the

C-contacts (right).
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Figure 4.26: Photopeak efficiency map of segment Al (top left), B1 (top right), C1 (bottom
left) and D1 (bottom right). The front part of segment D1 is placed at a distance of 6 cm from

the collimator.

those interacting in the back part are spread over a region of ~5 mm thickness, which agrees
with the collimator simulation reported in Fig. 4.5.

In the discussion so far, it has been assumed that the net charge was always collected
in the geometrical segment in which the y-ray interaction took place. A clarification about
the concept of an effective segment in contrast to the geometrical segment has to be made.
As explained in [Kr601], the deviation of the drift trajectories from the direction of the
electric field lines and the non-radial component of the electric field can be sufficient that
the carriers cross the border to the adjacent segment, which then collects the net charge.
Although this effect has not yet been quantified, the main point to note is that the contact

on which a net charge is measured represents the effective segment.
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Figure 4.27: Scattering profile for fold-2 events involving segments A2-A3 (top left), A3-A4
(top right), B2-B3 (bottom left), B3-B4 (bottom right).

4.3.4 Scattering probability between adjacent segments

In order to investigate on the extent of Compton scattering between adjacent segments and
to decide whether, in performing add-back between segments, it is sufficient to include only
the nearest neighbour segments (see appendix A), scattering profiles for fold-2 and fold-3
events between adjacent segments were produced. Results are reported in Fig. 4.27 and Fig.
4.28, respectively. These maps enable one to quantify the contribution of Compton events to
the total detection efficiency and to visualise the portions of the detector where Compton
scattering is the dominant mechanism of interaction. As expected for fold-2 events, the
probability of seeing a Compton scattered event between two segments is higher near the
segment boundaries. The fact that the probability of seeing a Compton event is more spread
out in slice B than in the slice A, can again be attributed to the quality of the collimation.

In the case of fold-3 events, the boundaries in between are the most sensitive parts
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Figure 4.28: Scattering profile for fold-3 events involving segments A1-A2-A3 (top left), A3-
A4-A5 (top right), B1-B2-B3 (bottom left), B3-B4-B5 (bottom right).

to Compton scattering. For example, if segments A1, A2 and A3 are considered, the only
possible sequences for a scattering event are either A1—-A2—A3 or A3—A2—Al. The
relative probability of nearest neighbour scattering has been compared by calculating the
difference in the number of counts: in the slice A fold-2 events are 10 times more likely
than fold-3 events, while in the B-ring the factor is ~30. In slice A, scattering events indeed
take place mostly in the area in front of the centre electrode, where the azimuthal distance

between the segment boundaries is smaller.
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Chapter 5

The concept of pulse shape analysis

Signals from radiation detectors carry information not only in their amplitude but also in
their shape. For example, certain scintillator detectors allow different types of radiation to
be distinguished by the shape of the emitted pulses [Rot84, Bra91]. Pulse shape discrimi-
nation (PSD) is the technique which allows this distinction and it is based on a measure of
the decay time of each pulse by using conventional analog electronics time circuits.

Pulse shape analysis (PSA) is a new technique, which utilises digital signal process-
ing to analyse the shape of the pulse produced by a radiation detector. In the context of
this work, a number of parameters can be extracted allowing information on the energy,
the time and the position of the interaction to be achieved. The use of digital pulse pro-
cessing allows an improvement on the position resolution of the detector and a consequent
enhancement of its effective granularity. In this work, the effective granularity of a detector
is defined as the number of partitions the detector can be subdivided into; the effective
granularity of a segmented detector is given by the number of segments times the number
of unique positions which can be distinguished within the same segment.

In the framework of the y-ray tracking project, the ultimate goal of pulse shape
analysis is to extract the parameters to use as input to the tracking algorithms (see section
3.3).

This chapter discusses the pulse shape analysis method: the theoretical relationship
between signal shape and interaction position, the intrinsic limitations and the algorithm
developed to extract the desired information will be described. Finally, PSA results obtained

from the detector scan will be presented and the effective granularity of the TIGRE detector
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Figure 5.1: A schematic illustration of the leading edge of the centre contact preamplifier
signal for three different interaction positions and the corresponding transient charge signals

induced in the spectator segment.

will be calculated.

5.1 Basic principle

The concept of pulse shape analysis arises from the observation that the shape of the
preamplifier signal depends on the position of the interaction [Str72, Pal97]. The main aim
of this work is to calibrate the response function of the detector pulse shapes as a function
of the position. A detailed understanding of the relationship between signal shape and
interaction position is fundamental for developing pulse shape analysis algorithms.

The fundamental concept of real event signal and transient event signal will be ex-
plained. In Fig. 5.1, a schematic illustration of the leading edge of the centre contact
preamplifier signal for three different interaction positions in the coaxial part of the de-
tector is illustrated: both charge and current signals are sketched. For each position, the

corresponding transient charge signal induced in a spectator segment is also shown.

1. In a segmented detector, the signal corresponding to a real event is measured on the
segment where the y-ray interaction takes place. In the following, the shape of the
signal measured form the centre contact will be discussed. It can be analysed in terms

of a charge signal or current signal.

Charge signal: corresponds to the growth of the time dependent charge induced
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at the electrodes, while the secondary charge carriers (electrons and holes) are being
collected. Since the path of electrons and holes is different, different signal shapes cor-
respond to interactions occurring at different distances from the electrodes. Therefore,
real charge signals carry radial position information. If the «-ray interaction occurs
near the outer or near the inner contact, the pulse rises slowly, because either the elec-
trons or the holes have to travel a longer distance. Although both pulses have long
rise time, their shape is completely different, i.e. convex and concave, respectively.
This difference allows us to distinguish between the two radial positions. When the
interaction occurs in the middle of the active volume, the signal rises faster, because
both charge clouds have to travel the same, and therefore the shortest, distance. The
resulting rise time distribution is hence symmetrical with respect to the middle of the
active volume. To be precise, the minimum rise time occurs at the radial position for
which the collection time of electrons, t., is equal to the collection time of the holes,
tp,. Due to the slightly different saturation velocity of electrons and holes (along the
(111) direction the saturation velocity is 1.0x 107 cm/s for electrons and 0.9x 107 cm/s
for holes), the radial position which satisfies this condition is not exactly the middle
of the active volume.

If the geometry of the TIGRE detector (see Fig. 4.2) is considered, the distance be-
tween the inner and the outer electrode, [, is 28.5 mm (32.5 mm the radius of the
germanium crystal minus 4 mm radius of the centre contact). By using the simple
relations:

Set+sp=1 Seh = Ve hts (5.1)

where s, j, and v, are the path and the saturation velocity of electrons and holes,

respectively, one obtains s,=15 mm and s;,=13.5 mm.

Current signal: corresponds to the current flowing into the electrode to keep the
potential constant. Because the detector preamplifiers are charge sensitive, current
signals are experimentally obtained as the time derivative of the charge signals. The
current signal presents different collection time and different amplitude at the time of
collection as a function of the radial interaction position. Like the charge, the current
pulse starts growing when the secondary charge carriers are created by the photo-

electron, but differs from the charge pulse in that the current signal stops rising when
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the electrons are collected at the centre contact, whether or not holes have also been
collected by the outer. The time-to-maximum of the current pulse, i.e. the collection
time of the electrons, is short for interactions close to the inner contact and large for
interactions close to the outer contact. The maximum amplitude carries information
on the interaction position, because it depends on the magnitude of the weighting
potential, which the charge carriers have to traverse (see section 2.6). Current signals,

as well as charge signals, carry radial position information.

2. The signal corresponding to a transient event is induced in the segments adjacent
to the one hit by the v ray and does not contain a net charge deposition. It is
systematically smaller than the corresponding real charge signal, typically less then

40%. A transient charge signal carries two kinds of position information:

- Azimuthal position information from a measure of the signal amplitude. Consider
the two segments adjacent to the one hit by the v ray. The amplitude of the
transient charge signal induced in the segment closer to the interaction is larger.
Due to the cylindrical geometry of the TIGRE detector, this gives information

on the angular position of the interaction.

- Radial position information from a measure of the signal polarity. The different
polarity of electrons and holes results in a transient signal corresponding to an
interaction close to the outside having a positive polarity (electrons dominate the
charge collection process) and a transient signals corresponding to an interaction
close to the inside having a negative polarity (holes dominate the charge collection

process).

For the outer contact signal, the same concepts apply. However, holes and not electrons are
collected at the outer electrode, this means that the shape of the outer contact signal will
be identical to that of inner contact, but symmetrically reflected.

In the closed-ended part of the detector, the response function is more complicated,
due to the complex electric field observed in the previous chapter. It is therefore more
difficult to find a direct relationship between the shape of the pulse and the position of
the interaction. A quantitative understanding of the behaviour of the pulse shape in the

closed-ended part of the detector is beyond the scope of this work.
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Figure 5.2: The charge (top) and current (bottom) preamplifier signals with the parameters

used in the analysis.

5.2 The method

In order to extract position information from the pulse shape it is necessary to calibrate
the pulse shape response as a function of the interaction position. A rigorous theoretical
treatment based on traditional methods, such as developed in orthonormal bases or in
Fourier series [Pas96], though mathematically correct, is unrealistic, due to the complexity
of the problem. A semi-empirical formalism must be attempted.

In this work, the radial position of the interaction has been obtained by measuring
the collection time of the charge carriers in conjunction with the polarity of the induced
transient signals. The azimuthal position has been calculated by measuring the asymmetry
in the amplitude of the transient signals induced on the neighbouring segments. The asym-
metry in the amplitude of the two transient signals induced in the adjacent segments along
the z-direction, provides information regarding the depth of the interaction. A number
of different approaches for extracting the rise time from the digitized signals have been

attempted. The parameters considered in this analysis are (see Fig. 5.2):

e the rise time of the charge signal (T90, T60, T30),
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Figure 5.3: A simulation of the scattering path of the v ray in the detector volume, produced
with the MCNP code [Mcn94] (left). A schematic front view of the detector, the segment hit
by the v ray and the transient charge signal induced in two adjacent segments, called left and

right, are indicated (right).

e the time to maximum of the current signal (T),4z),

The pulse rise time is defined as the time the pulse takes to rise from 10% to 90% of its
final amplitude, and is therefore called T90. In order to take into account the whole shape
of the signal and therefore resolve ambiguities between the two symmetrical positions with
respect to the intermediate radius, T30 and T60 (i.e. the time the pulse takes to rise from
10% to either 30% or 60% of its final amplitude) times are also measured.

The time-to-maximum of the current pulse is defined as the time interval between
the start of the pulse and the instant at which the pulse reaches its maximum amplitude.

The asymmetry in the amplitude of transient signal is defined as:
Asym = Aleft - Arz'ght (52)

where Ayt rigns is the magnitude of the transient charge induced in the specified adjacent
segment (see Fig. 5.3). The magnitude of the transient charge was measured by considering
the point of maximum amplitude and by summing the amplitudes of three data points at

each side of the maximum. In order to extract information on the depth of the interaction,
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the asymmetry between the image charge induced in the vertical adjacent segment will be

calculated.

5.2.1 Example pulse shapes

Representative pulse shapes showing the typical response function of the detector as a
function of the interaction position will be presented in this section.

Fig. 5.4 shows preamplifier output signals for three known interaction positions. In
each case the real charge signals from a fold-1 interaction in segment B3 and the transient
charge signals from the nine adjacent segments are shown. A visual inspection of the charge
pulse does not allow an obvious conclusion to be drawn; more meaningful information comes
from the transient signals. If the interaction occurs near the inner contact and close to sector
two (i.e. in the position labelled (1)), the transient signals have negative polarity, being
mainly induced by the motion of the holes towards the outer electrode, and the amplitude
of the image charge induced in segment B2 is larger than the one induced in segment B4.
On the contrary, if the interaction occurs close to the outer electrode (i.e. in the positions
labelled (2) and (3)), the polarity of the transient signals is positive, since it is due to
the motion of the electrons towards the inner contact. In position (2), close to the centre
of the segment, the amplitude of the transient charge induced in segment B2 and B3 is
equally small, while in position (3), close to sector four, the amplitude of the image charge
in segment B4 is larger than the one in segment B2. The transient signals induced in the
neighbouring segments along the emission direction of the v ray, i.e. segments A3 and C3,
show a large spread in the magnitude of the transient signals. This is a consequence of the
uncertainty in the z-position of the interaction.

As a comparison, the current signals obtained as a time derivative of the charge signals are

displayed in Fig. 5.5 for position (1).

5.3 The algorithm

The developed pulse shape analysis algorithm is discussed here. The algorithm is suitable
for an on/off-line analysis of the preamplifier data, digitized both at 40 MHz (i.e. one data
point every 25 ns) and at 100 MHz (i.e. one data point every 10 ns).
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Figure 5.4: Examples of charge signals corresponding to the three different interaction posi-

tions. The figure number (1), (2) and (3) corresponds to positions (1), (2) and (3), respectively.

For each interaction position, the real charge signal from contact B3, corresponding to a fully ab-

sorbed ~ ray, and the respective transient charge signal induced on the nine adjacent segments,

are shown. The preamplifier pulses are displayed as digitized by the FADCs, the sampling unit

corresponds to 25 ns. A typical amplitude of a 662 keV ~ ray is 800 mV.
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Figure 5.5: Example of current signals obtained as time derivatives of the charge signals for

position (1) shown in Fig. 5.4.

Depending on the type of signal (net charge, transient charge or noise) and on the
kind of information to be extracted (radial position, angular position or energy), the pulse
shapes are allocated to different processing steps, as shown in the flow chart of Fig. 5.6.

The noise level of each incoming raw pulse shape is calculated as the standard devi-
ation, o, of the baseline fluctuations over a time window of 400 ns. This value provides an
event-by-event threshold, which is used to distinguish between signals carrying real infor-
mation and signals containing only noise oscillations. If the amplitude difference between
the start and the end of the pulse, which is proportional to the charge created by the ~-ray
interaction, is >30, the signal is considered as a real charge pulse. Otherwise, in order to
distinguish between noise and transient charge, the signal components are summed over
a time window of 300 ns starting from the trigger point. If the integrated charge is >3o
the signal is considered as a transient charge pulse, otherwise it is considered as noise and
rejected.

From analysis of the histogram data, the threshold value of 30 also agrees with the noise
calculation presented in section 4.2.4, being on average about 9 keV, i.e. twice the total
integrated power. This value is also consistent with the peak-to-peak noise of ~10 keV,
measured from the pulse shape after amplification (the peak-to-peak noise measured from

the preamplifier signal before amplification was 2.5 mV).
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Figure 5.6: Flow chart of the pulse shape analysis algorithms.

From the real charge signal, T90, T60 and T30 times are calculated, the correspond-
ing current pulse is obtained and the time-of-maximum is extracted. The values will provide
a calibration for the radial dependence of the interaction position. The transient charge
signal from the contacts adjacent to the one that fired, are then analysed to extract angular

position information.

5.3.1 Pulse processing routine

The pulse shapes are filtered in order to minimise high frequency noise components and

macroscopic fluctuations, induced by the digitization step, which are super-imposed on the
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Figure 5.7: Example of a pulse shape digitized at 100 MHz. The effect of the data points

interpolation is shown.

signal.
Filtering is a very important step in the pulse processing chain. The high frequency noise
components are minimised by a smoothing routine based on a running average over three

data points:

u(i) = iu(i 1+ %u(i) + iu(i +1), (5.3)

where (%) is the amplitude of the signal at the time 7. In order to facilitate a more precise
extraction of the information and to overcome the limitations imposed by the finite sampling
frequency of the FADCs (either 25 ns or 10 ns), the data are interpolated by means of a
straight line fit. The line between each pair of data points is calculated and four interpolated
data points are added in between every pair of original data points (see Fig. 5.7). Following
this interpolation, the sampling interval is 5 ns (instead then 25 ns) for the 40 MHz card
and 2 ns (instead than 10 ns) for the 100 MHz card. A running average with three data
points is performed after the interpolation. This routine has the advantage (over a least
squares or polynomial fitting algorithm) of being fast and easy to control.

For more information on digital filtering techniques such as the wavelet transformations,

the reader is referred to [MihOOb)].
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Figure 5.8: Pulses from the centre contact digitized with the 100 MHz card (one sample every
10 ns) and from an typical outer segment digitized with the 40 MHz card (one sample every
25 ns) are presented in the top left and bottom left part, respectively. The same pulses after
smoothing have a sampling interval of 2 ns and 5 ns, respectively; they are presented in the top

right and bottom right part.

The Moving Window Deconvolution method

Following signal filtering, the energy is extracted from the amplitude of the preamplifier
signal. A well-established method to obtain good energy resolution is the Moving Window
Deconvolution (MWD) algorithm [Geo93].

The Moving Window Deconvolution method is based on a deconvolution step, which
enables the reconstruction of the original charge distribution function, ¢(¢), from the detec-
tor output signal Up(t). It is known that the signal output from a semiconductor detector
is described by a convolution integral between the charge distribution function g(¢)and the

preamplifier response f(t):

Uyt = [ glr)ite 1), (5.4

— 00

where 7 is an arbitrary time of reference. In the case of a digitized pulse shape, its discrete-
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time representation is given by a convolution sum, one for each sampled point:
Z 9(4)f (i = 4), (5.5)

where the sampling interval has been normalized to unity. To get the original charge
distribution function, one should solve, for each value i, Eq. 5.5 with respect to g(j7). In
fact, this problem can be solved by applying some simplification. First, the preamplifier
response function is time-invariant and causal, i.e. it depends only on the present and past

value of the input charge. The sum in Eq. 5.5 becomes right-side limited:

Zg fGa—3); fori>z (5.6)

where z is an arbitrary time reference. A second simplification arises considering that the
charge function is time limited. The number of significant equations in (5.6) is therefore
finite and equal to the normalized length of the observation interval, M. By describing
the response function of resistive feedback preamplifier as delta function followed by an

exponential decay, with decay constant equal to w,:

fi) = e v, (5.7)

the set of equations (5.6) can be solved with respect to g(i). Then the total charge released
in a time window of length n, G(n), is given by:

z2+M

= Y gl)= Y gy form=z+M. (5.8)

i=n—M
Since 7 is an arbitrary time reference, a continuous sequence of G(n) values can be calculated
by shifting each window by one sampling interval. Considering that each shifted window
has in common M-1 points, only the last equation in the new set (5.6) has to be solved and
a recursive approach can be exploited to obtain the deconvoluted charge function. After
further simplifications, the total charge deposited by the v ray in the first window and in

any window shifted by one sampling interval, is calculated, respectively, as:

7 i—1
=2 9 =U@O+1 k) D UG); fori€(zz+M) (5.9)
j=2 j=z
n n—1
Gn)= > g()=Um) —Umn-M-1)+(1—-k) > U(); foranyn>z+M
j=n—M j=n—M-—1
(5.10)
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Figure 5.9: The original charge signal measured from a typical outer contact preamplifier (at
40 MHz) and the charge signal obtained following the application of the MWD routine. The
MWD works almost as a trapezoidal filter; the total charge deposited by the v-ray interaction is
calculated as the average value between the start and the end of the flat top of the deconvolved
pulse. In this example, a window of 420 data points (corresponding to a time window of 10.5

us) has been used in the deconvolution step.

being k = e “*.

An example of a signal shape before and after the deconvolution step, is presented in Fig.
5.9. From the deconvolved signal, the energy is simply calculated as the average flat top
value, this results in a true ballistic measure of the energy information. Results from this

approach are presented in section 5.5.

The parabolic fit method

An alternative method used to obtain energy information has been developed, the parabolic
fit method [Hert00]. The charge pulse is fitted to a parabolic function which then provides
the current, whose integral is proportional to the deposited energy. The algorithm is based
on a least squares minimisation method, that returns, for every group of sample points,
the slope of the parabola that best fits the data. Given the series of data points (z;, ¥;),

where z; represents the time and y; the charge value of the " sampled point, the parabola
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y = ax® + bz + ¢, that minimises the y?:

i=n+m
S = Z (ax?—)—bxi—)—c—yi)Q (5.11)

i=n—m
i.e. the parameters that satisfy the relations:

dS dS dS
B0 By By, (512)

are calculated. In the above expression n is the index of the data point under analysis and

2m is the length of the fitting interval. It follows that:

k=m k=m k=m k=m
a Y (kAx)'+b Y (kAz)’ +c Y (kAz)’ = > i (kAz)’ (5.13)
k=—m k=—m k=—m k=—m
k=m k=m k=m k=m
a Y (kAz)*+b Y (kAz)+c Y (kAz)= Y yi (kAz) (5.14)
k=—m k=—m k=—m k=—m
k=m k=m k=m k=m
a Z (kAz)? + b Z (kAz) + ¢ Z 1= Z Yk (5.15)
k=—m k=—m k=—m k=—m

where k = i —n and Az is the sampling period!. This task would require a massive amount
of calculation, but some considerations enable us to simplify the process. Firstly, the odd
terms in the sum vanish. Secondly, since differentiated pulse shapes have to be obtained,
the only coefficient of interest is the b coefficient. Practically, being interested only in the
slope of the parabola, which is proportional to the current, the only equation needed to be
solve is Eq. 5.14, which becomes:

p— 2Vi(kAD) (5.16)
> (kAz)

The process is repeated for each data point along the pulse shape and the resulting b
coefficients are stored in a new array. Examples of the original charge signals and the
current signals calculated using this method are presented in Fig. 5.10 for a '37Cs y-ray
event in an outer segment. In the left part, the pulse shape has been fitted to a parabolic

function using three data points, in the right part the data points used in the parabola were

twenty seven. Energy resolution results from this approach are presented in section 5.5.

!Because the sampling period is constant, the time value can be written as z; = xo + iAz and the time

reference zo can be considered zero.

98



0 eyl

-200 e

parabolic fit

-200

Z using 3 data points Z o
5 5 information parabolic fit
5 - about the start using 27 data
= -400 2 -400 | of the pulse is points
8, S lost
2 )
- original charge
600 | ggar -600 | signa
-800 -800 T —
0 300 600 900 1200 1500 1800 0 300 600 900 1200 1500 1800
Time [ns] Time [ns]

Figure 5.10: Example of current signal calculated utilising the parabolic fit method. The
parabolic function was calculated using three (left) and twenty seven (right) data points in the

fit.

5.3.2 Current signals for position determination

The extraction of the current signal from the charge signal can be used for position deter-
mination. In this section two methods will be presented to extract the time dependence of
the current pulse shape.

As discussed in section 5.5, utilising the parabolic fit method, in order to smooth
the microscopic noise oscillations in the pulse shape and to improve the achievable energy
resolution, the number of data points which needed to be fitted to the parabola is large,
namely 27 points. From the examples presented in Fig. 5.10, it becomes clear how the
use of many data points has the drawback of smoothing the information contained in the
beginning of the signal leading edge, which is vital for position determination. For this
reason a maximum of 3 data points can be used in the fit, in order to preserve the features
of the signal leading edge. Beside the parabolic fit method, the current pulse can be obtained
as a first order time derivative of the charge pulse:

o qU) e - 1)

i(y) = W)=t =1) (5.17)
A comparison of the signal obtained using these two methods is presented in Fig. 5.11.
The the parabolic fit method and the time derivative method provide very similar results.
Since the calculation of the current signal with the time derivative method is faster and more

convenient in terms of computing power, this latter method has been chosen to perform the
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Figure 5.11: Comparison between the current pulse shape calculated using the parabolic fit
(solid line) and the time derivative (dashed line) routine, for the centre (left) and for the outer
contact B3 (right). The two methods provide a very similar result for the leading edge of
the pulse, but the parabolic fit method helps in reducing the noise oscillations in the baseline

(zoom).

following analysis.

5.4 Position resolution

The method developed in this work for position determination is based on the calculation
of the collection time of the electron-hole pairs created by the y-ray interaction.

In the energy range from 200 keV to a few MeV, Compton scattering is the predominant
mechanism of interaction, which means that the absorption of a = ray requires more than
one interaction point (see Appendix A.1). Interaction points belonging to the same v ray
and occurring within the same detector segment cannot be detected separately, since the
maximum time between interactions (of the order of hundreds picoseconds) is much shorter
than the charge collection time (of the order of hundreds nanoseconds). The position
of the individual interactions therefore has to be compared with the Compton scattering
formula and the concept of the main and the first interaction has to be introduced. The
main interaction is defined as the interaction which deposits most of the y-ray energy and
dominates the current pulse shape. The first interaction corresponds to the entry point of

the 7 ray and therefore defines its direction. Considering the experimental set-up, position
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determination is ambiguous: the use of the collimator provides the position of the entry
point of the «y ray, the algorithm yields the position of the main interaction. This ambiguity
has to be considered while establishing a correlation between the pulse shape parameters
and the position of the collimator. In particular, care must be exercised when performing a
Doppler broadening correction, which requires the determination of the entry point of the
vy ray.

A much more demanding task is to determine the position of multiple interactions in
multiple segments [Gat01]. In order to understand such a complex signal, the preamplifier
output pulse shape must be decomposed into its individual components. In the framework
of the y-ray tracking community, deconvolution algorithms, like artificial neural networks
(ANN) and genetic algorithms (GA), are currently being developed [Aga01]. In the following
analysis, only fold-1 events, depositing all the energy in one segment, are examined. Over-
complications arising from the superposition of two coincident interactions or an image
charge superimposed to a real charge signal are beyond the scope of this work.

Examples of signal shapes for interactions occurring at three different positions are
displayed in figures 5.12 and 5.13 for the centre and for a typical outer contact, respectively.
The averaged signal, calculated by averaging the pulses at the same position, is also shown.
The plots show a remarkable spread of signal shapes corresponding to the same position
of the scanning table. This spread can be quantified by the full width at half maximum
of the rise time distribution. Results on rise time distribution will be discussed in the
next section. This spread, although not constituting an intrinsic limit to the achievable
position resolution, represents the largest source of uncertainty in the calculation of the
effective granularity of the detector. The spread in the signal shapes is mainly due to the
uncertainty in the interaction position resulting from Compton scattering inside the same
segments and from the finite opening angle of the collimator and not to the quality of the
detector response itself.

This uncertainty prohibits, at this stage, an event-by-event signal classification and
requires an averaging procedure to be used. Indeed, in order to obtain a signal, which
represents the behaviour expected at the centre of the collimator, the pulse shapes have

been sample-by-sample averaged.
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Figure 5.12: Measured set of charge pulses from the inner contact signal, digitized at 100 MHz,
at three different interaction positions: close to the centre (top left), at intermediate radius (top
middle) and close to the outside (top right). The averaged signal is shown for each position. In

the bottom part of the plot the corresponding current signal are shown.
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Figure 5.13: As above, but the set of pulses have been measured from a typical outer contact,

digitized at 40 MHz.
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5.4.1 Intrinsic limits

A distinction has to be made between the concepts of position sensitivity and position

resolution:

e The position sensitivity measures the variation of the signal shape as a function of
interaction position, relative to the noise level. Limitations in the position sensitivity
are due only to the quality of the signal shapes (noise level in the detector, sampling
frequency and dynamic range of the waveform digitizer). A position sensitivity better
than 1 mm is achievable and it has been experimentally obtained from the GRETA
prototype detector [Vet00].

e The position resolution indicates the minimum separation distance between interac-
tions which can be distinguished. Intrinsic sources of uncertainty, which limit the

achievable position resolution are:

- The finite range of the primary electron in the crystal [Muk76]. At each interac-
tion point, the v ray transfers energy to an electron, which, is stopped within a
range <1 mm. The absorption of the primary electron occurs via the production
of free charge carriers. Although it can be assumed that all charge carriers are
generated within a point like volume, the range of the primary electrons may

represent an uncertainty in position determination.

- The uncertainty in the energy-angle relation of the Compton formula due to the
Compton profile. In order to simplify the description of the Compton scattering
mechanism, it is assumed that the binding energy and the initial momentum of
the photo-electron are zero. If a very high position resolution is required, the
momentum distribution of electrons in germanium has to be considered [Bri75].

The uncertainty arising from the Compton profile is of ~0.7 mm.

- The broadening of the distribution of the charge carriers travelling towards the
electrodes. These effects have been calculated to be less than 0.1 mm and there-

fore do not represent a serious limitation [GREO0O].
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5.5 Energy information

The capability of extracting accurate energy information from the digitized pulse shape
is fundamental for performing ~-ray tracking. In this section, results obtained with the
moving window deconvolution method and the parabolic fit method, will be presented and

compared.

Moving window deconvolution results

The MWD method has been used to reconstruct the original charge event. The energy has
been calculated as the average value of the total charge deposited by the «-ray interaction
and different energy spectra have been produced by varying the width of the window used
to deconvolve the signals. An example of energy spectrum obtained from a typical outer
contact signal digitized at 40 MHz (segment B3) is presented in Fig. 5.14. The energy
resolution has been calculated as the FWHM of the 662 keV '37Cs peak. The FWHM
values measured as a function of the window width are presented in Fig. 5.15. The results
show that the method strongly depends on the width of the deconvolution window and a
minimum window of 8 us has to be used in order to obtain good energy resolution. The best
achieved FWHM was 3.3 keV and was measured with a window of 11.25 us (450 sampled
points at 25 ns per sample).

An alternative energy resolution measurement, performed in the same experimental envi-
ronment using conventional analogue electronics, provided a value of 2.8 keV. Although
the FWHM obtained with the MWD method is 18% worse than the value measured with
analogue electronics, the two results are consistent if an uncertainty of ~5% is considered
in the measurements. A further reason for the worse resolution performance of the digital
electronics, can be the introduction of noise arising when all the electronic channels of the
detector are connected to the readout FADCs. When the energy resolution was measured
with conventional analogue electronics, only the channel under test was connected. Further-
more, a small noise pick-up from the stepper motor and reproducible periodic oscillations

in the pulse base line were observed in the digital system.
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Figure 5.14: A typical energy spectrum obtained from contact B3 using a deconvolution

window of 11.25 us.
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Figure 5.15: FWHM of the 662 keV peak, measured by using the MWD method from a typical

outer contact signal (B3), as a function of the width of the deconvolution window. A window

of ~8 us is required in order to obtain good energy resolution.
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Figure 5.16: Plot of the FWHM as a function of the number of smoothing points used in the
parabolic fit algorithm. The best energy resolution achieved corresponds to 27 fitting points.

The errors on energy resolution measurements are typically <5 %.

Parabolic fit results

The current signal has been extracted using the parabolic fit method and the energy spec-
trum has been obtained by calculating the energy as the integral of the current pulses. As
above, the energy resolution refers to the FWHM of the 662 keV peak. The number of
data points used in the fit was varied and the results showed a dependence of the energy
resolution on the fitting points. The results obtained from contact B3 are reported in Fig.
5.16. The best achieved resolution was ~6 keV, with a window of 27 points.

From the above results it can be concluded that the moving window deconvolution
method provides the best performance in terms of energy resolution. Furthermore, as
presented in Fig. 5.11, current pulses can also been calculated by means of a simple time
derivative, which provides results very similar to those produced by the parabolic fit method,
using a window of 3 fitting points. It was therefore decided to use the MWD routine to
calculate the energy and the time derivative to extract the current signals in the developed

PSA algorithm.
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5.6 Position information

In this section, the feasibility of the pulse shape analysis method as a tool for extracting po-
sition information will be investigated. From pulse shapes corresponding to known positions

of the scanning table, the rise time parameters are calculated and compared.

5.6.1 T30, T60 and T90 distributions

In order to understand fully the dependence of the rise time parameters on the interaction
position of a « ray, the T30, T60 and T90 rise time values have been extracted in corre-
spondence with each of the positions considered in the fine scan of the detector. Rise time
values have been plotted as a function of the radial distance from the centre contact surface,
in a 2D-contour plot representation. Results obtained from the centre contact are shown
in Fig. 5.17, where the number of times each rise time value was measured is indicated by
the colour scale; only events corresponding to a full energy deposition in a given segment
of slice B have been considered in the analysis.

The T30 values increase as a function of the interaction radius. At small radii, the
T30 rise time reaches a saturation value of about 35 ns. The T60 and T90 distributions,
instead, present the characteristic V-shapes with minimum close to mid radii.
As explained in section 5.1, this behaviour is typical for the centre contact preamplifier pulse
and arises from the particular shape of the signal leading edge. The fact that the T30 time
reaches a saturation value at small radii is also a consequence of the time response of the
preamplifier circuit and of the finite sampling interval of our measurement system, which
does not allow a measure of very small rise time variations. In order to enlarge the spread
in the rise time distributions, the preamplifier contribution was subtracted in quadrature

from the measured value, as:

TX0 = \/TX 03005 = TX 03 c0m (5.18)

meas

where T'X0 stands for either T30, T60 or T90 and T30p,cam=10 ns, T60,cam=19 ns,
T90preqm=29 ns.
The minimum value in the T90 distribution is about 160 ns, which occurs at a radial distance

of about 16 mm from the inner contact surface (i.e. at a radius of about 20 mm from the
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centre of the detector). This result is in good agreement with the value of 15 mm, obtained
from equation 5.1. The value of 160 ns also agrees with the theoretical saturation velocity.

The number of counts indicated by the colour scale has been normalised over the
whole detector solid angle, in order to enable a fair comparison at small and at large radii.
The larger number of counts observed at mid radii is a consequence of the larger photopeak
efficiency in this part of the detector volume, as indicated in the previous chapter.

Results from the outer contacts B3 and C3 are presented, as typical examples, in
figures 5.18 and 5.19. The T90 distributions show the same trend observed for the centre
contact, while the T30 values decrease, as the radius of the interaction increases. The
shape of the outer contact signal is the reflection symmetric image of the corresponding
inner contact signal. The peak in the frequency distribution that appears at mid radii is
again statistical and is due to the higher photopeak efficiency in the middle of the crystal.

In figures 5.20 and 5.21, results obtained in the front and back part of the detector
are presented. The results show a complicated response with no clear distribution of rise
time as a function of radial position. In the previous chapter it was discussed how the
electric field in the closed-ended part and in the back part of the detector is not truly
coaxial, being very weak at the front edge, nearly uniform at the front centre and complex
at the back. The electric field distribution strongly influences the shapes of the signal, due
to charge collection effects which, for interactions occurring in these regions of the detector,
do not present the typical behaviour observed in the coaxial part. For interactions occurring
in slice A, in front of the central contact, the holes are more likely to be collected at the
front of the detector. In this case they do not have to travel the radial distance between
the interaction point and the outer electrode, this results in a faster rise time. The analysis
of the rise time distribution as a function of the radial position is also affected by the poor
statistics obtained close to the crystal edge and at the back (D) of the detector, as was
discussed in the previous chapter.

In order to extract meaningful information from the signal shape corresponding to
interaction in the front and in the back part of the detector, a more sophisticated pulse
shape analysis technique has to be developed. Understanding the experimental behaviour
of the signal shape in these parts of the detector is beyond the scope of this work.

By taking slices of the above 2D-plots, the shape of the rise time distribution at a
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Figure 5.17: Distribution of T30 (top left), T60 (top right) and T90 (bottom right) values,
measured on the centre contact signal, as a function of the radial position of the interaction.
Full energy interactions occurring in any segment of slice B of the detector have been considered.
The colour scale indicates the number of times that the same value has been measured. The
frequency distributions have been normalised for the solid angle. The higher number of counts
at mid radii (yellow blob in the plot) is statistical: the photopeak efficiency is higher in this part
of the detector and decreases towards the centre and towards the edge. The T30 distribution
decreases as the interaction radius increases, until it reaches a saturation value; the T60 and
T90 distributions present the characteristic V-shape, with minimum at intermediate radii. The

scale of the number of counts is reduced following the normalisation.
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Figure 5.18: T30 distributions as a function of the radial position of the interaction, measured
from outer contact B3 (left) and C3 (right). The frequency distributions have been normalised

for the solid angle.
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Figure 5.19: T90 distributions as a function of the radial position of the interaction, measured
from contact B3 (left) and C3 (right). The frequency distribution has been normalised for the

solid angle.
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Figure 5.20: These plots show the T30 (left) and T90 (middle) distribution as a function of

the radial position of the interaction, measured from contact A3, and the schematic electric

field distribution in the front slice of the detector (right).
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Figure 5.21: These plots show the T30 (left) and T90 (middle) distribution as a function of

the radial position of the interaction, measured from contact D3, and the schematic electric

field distribution in the back slice of the detector (right).
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Figure 5.22: The T30 (left) and T90 (right) distribution at five different radial distances,
namely 8 mm, 11 mm, 16 mm 21 mm and 28 mm, from the surface of the centre contact.
The rise time values have been measured from the centre contact signal, in correspondence to
photopeak events in any of the segments of slice B. All the data from the fine scan have been

considered in the analysis.

given radial position is obtained. Fig. 5.22 shows the results for the centre contact signal
at five given radial distances, namely 8 mm, 11 mm, 16 mm, 21 mm and 28 mm.

The T90 rise time distributions present marked non-Gaussian shapes, whose uncer-
tainty depends on the radial position of the interaction. The distributions corresponding to
16 mm and 21 mm have more symmetric shapes, the FWHM is smaller at 16 mm (~18 ns)
and larger at 21 mm (~30 ns). The distribution at 11 mm presents a wide flat top with a
FWHM of ~47 ns. The distributions at 8 mm and 28 mm have long tails, which extend over
a large range of rise time values. Similar considerations apply for the T30 distributions.
The reason for the very wide distribution of rise time values observed at extreme radii is
not clear at this stage of the analysis.

Figures 5.23 and 5.24 present T30 and T90 rise time distributions, obtained by
taking slices, at five different radial distances, of the 2D-plots measured from contacts B3
and C3. The histograms present the same characteristics discussed for the centre contact.

Evidence of the relationship existing between the rise time of the pulse and the radial
position of the interaction has been qualitatively demonstrated. The following analysis is
aimed to find a quantitative method, which will enable one to relate, on an event-by-event

base, the measured rise time with the position of the interaction.
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Figure 5.23: These plots show the T30 distribution measured from outer contact B3 (left)
and C3 (right), at five different radial distance, namely 8 mm, 11 mm, 16 mm, 21 mm and 28

mm, from the surface of the centre contact. Only photopeak events have been considered in

the analysis.
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Figure 5.24: These plots show the T90 distribution measured from outer contact B3 (left)
and C3 (right), at five different radial distance, namely 8 mm, 11 mm, 16 mm, 21 mm and 28

mm, from the surface of the centre contact. Only photopeak events have been considered in

the analysis.
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Figure 5.25: The plots show T30 (left) and T90 (right) centre contact values as a function of
the radial position. The rise time values have been calculated as the centroid of the rise time
distributions obtained by taking slices, at given radii, of the 2D-plots shown in Fig. 5.17. The
errors have been estimated, point by point, on the basis of the spread of the rise time values at

each given radius (see Fig. 5.22).

The centroids of the T30 and T90 distribution of figures 5.17, 5.18 and 5.19 have been
calculated and plotted as a function of the radius. Results are presented in Fig. 5.25 for the
centre contact signal and in Fig. 5.26 for the outer contact B3. The error on the centroid
has been estimated from a visual inspection of the rise time distributions and ranges from
0.5 ns to 5 ns. Due to the asymmetric shape of the peak, this estimate was considered more
reliable than any calculations. As a consequence, the following analysis will be appropriate
only for the data which fall in the peak and not for those forming the tail (i.e. ~20% of
the events). The plots show evidence of a linear relationship between rise time and radial

position. Therefore, two straight lines of the form:

y; = az; + b, (5.19)

have been fitted to the data for radii <19 mm and >19 mm. In the above expression, y;
are the measured rise time values and z; are the known radial positions of the collimator.
The slope, a, the intercept, b, and the respective errors, o, and oy, have been calculated
assuming that: (1) the values (z;, y;) were statistically independent, (2) the uncertainty of
the radial position was much smaller than the uncertainty of the rise time value (o, < oy),

(3) the uncertainties of the y; values are all the same (or very similar).
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Figure 5.26: The plots show T30 (left) and T90 (right) outer contact (B3) values as a function
of the radial position. The rise time values have been calculated as the centroid of the rise time
distributions obtained by taking slices, at given radii, of the the 2D-plot shown in figures 5.18
and 5.19. The errors have been estimated, point by point, on the basis of the spread of the rise

time values at each given radius (see figures 5.23 and 5.24).

Following the fit, an additional estimate of the uncertainty of the rise time determi-

nation, oy, is calculated from the expression [Lor94]:

2 _ Lillawi+0) —y*

2
y N -2 (520)

This value represents the uncertainty associated to the measured rise time. The results
from the fit are summarised in Tab. 5.1, both for the centre and for the outer contact.
Using the parameters of the fit, for any given rise time value, it is possible to

reconstruct the radial position of the interaction, z; and its error, oy;:

yi — b
Ty = )
a

o M+(@>2
Y (g — a)? b/

In order to verify the accuracy of the method, 100 pulse shapes from the centre contact

(5.21)

(5.22)

signal, corresponding to a radial collimator position of 27 mm, were analysed and the T90
and T30 values were extracted. Fig. 5.27 shows, for each pulse shape, the T30 value plotted
against the T90 value. The (T90,T30) values show a considerable spread, as expected

following the discussion reported in section 5.4.
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Fit a [ns/mm] o, [ns/mm] b [ns] oy [ns] oyns] X2
Centre contact
T90 (r <19 mm)  -4.40 0.39 248 6 3.93 247
T90 (r >19 mm) +3.99 0.11 88 2 257 094
T30 (r <19 mm) -0.70 0.22 49 3 0.77  0.60
T30 (r >19 mm)  +1.43 0.94 8 2 2.62  1.02
Outer contact
T90 (r <19 mm)  -5.44 0.18 267 3 2.03 179
T90 (r >19 mm) 4.29 0.22 75 6 257 149
T30 (r <19 mm) -4.07 0.30 113 4 2.60 1.08
T30 (r >19 mm) 0.28 0.29 23 8 2.63  1.10

Table 5.1: The rise time values as a function of the radial position have been fitted with
a straight line. The parameters extracted from the centre contact and from a typical outer

contact (B3) are reported here. The x? gives an indication on the quality of the fit.

By ignoring the knowledge of the collimator position, it is possible to reconstruct
the position of the interaction by using equation 5.21. Given a T90 value, a priori, there is
no reason for choosing between the fit extracted for r >19 mm or r <19 mm. The ambiguity
is removed by calculating the radial position from the T30 values. Radial positions were
calculated from each T90 and T30 value using both fits. Fig. 5.28 shows the the radial
position obtained from the T90 fit plotted against that obtained from the T30 fit, for r >19
mm.  The results have been averaged in order to obtain a reasonable estimate of the
true position of the interaction. As already explained, due to the finite opening angle of
the collimator and Compton scattering, the various interactions do not occur at the same
position in the detector. It can therefore be assumed that the average value corresponds to
the average position of the collimator, i.e. the collimator centre. The average T90 value is
194.842.6 ns (the relative error is 1.3%), the average T30 value is 48.0£2.6 ns (the relative
error is 5.5%). Results for the radial position are reported in Tab. 5.2. It is evident the
only possible solution is 26.7 mm, which is in very good agreement? with the position of

the collimator (27 mm).

2A physical quantity X¢ryue and its experimental value Xpeqs are consistent if 7 = M <3. In

this case 7=0.22, showing a very good agreement.
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Figure 5.27: T30 versus T90 values, calculated for 100 pulse shapes at the known collimator
radial distance of 27 mm. The pulse shapes were measured from the centre contact signal.
For the 100 pulse shapes, the average T90 value is 194.77+2.57 ns, the average T30 value is
47.9742.62, where the errors have been extracted from the fit (o).
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Figure 5.28: For the 100 pulse shapes, the radial position of the interaction from the T30 fit
has been plotted versus that from the T90 fit, for r >19 mm. The errors have been extracted

from equation 5.22.
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From fit  T90 (r <19) T90 (r >19) T30 (r <19) T30 (r >19)
radius [mm]  12.14£04  26.7+1.3 15405 27.7+4.1

Table 5.2: Radial position of the interaction obtained from the specified fit. The results are

consistent with a radial position of 27 mm.

Due to the smaller uncertainty provided by the T90 fit, it has been decided to
consider, as the estimate of the radial position, the value 26.74+1.3 mm, instead of the
average value between the T90 fit and the T30 fit, i.e. 27.2+4.3 mm. The uncertainty in
the T90 radial position determination is 4.8%.

In general, the T90 fit enables the radial position of the interaction to be obtained,
with an uncertainty of 4% for radii larger than 19 mm and of 19% otherwise. This means
that the position resolution achievable ranges from 0.6 mm to 3.3 mm.

These results provide the radial calibration of the response function of the detector and the

experimental uncertainty in the position determination.

Polar plot

A very useful method for studying the rise time variation as a function of the interaction
position is provided by the polar plot. A polar plot is obtained by incrementing in the x-y
plane the position of the collimator with the most probable value of the rise time measured
at that position. The centroid of the distribution was calculated as discussed in the previous
section. Results produced with this method are presented in Fig. 5.29. The plots show the
T30, T60 and T90 rise time values measured from the centre contact in correspondence to
fold-1 photopeak events. The value of the rise time at each position is given by the colour
scale. The polar plots show the same dependence of the rise time values on the radial
position of the interaction observed in the V-shape plots; indeed the V-shape plots can be
considered as slices of these polar plots.

The results show a clear asymmetry in the rise time distribution due to crystal orientation
effects. For a given radius, the rise time is shorter along the (100) direction, where the
drift velocity of the charge carriers is larger, and larger along (110) direction, where the

drift velocity is smaller (see Fig. 2.12). Polar plots enable a qualitative measurement of
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Figure 5.29: Polar plots showing the rise time T30 (top), T60 (middle) and T90 (bottom) as
a function of the position of the scanning table. The results refer to y-ray events fully absorbed
within a single segment and measured from the centre contact signal. The units of the colour

scale are nanoseconds. 119



61
62
(2]
58
5E
54
52
50
18
4€
44
42
40
el ]

Figure 5.30: T30 polar plots corresponding to photopeak events in slice A (top left), slice B
(top right), slice C (bottom left) and slice D (bottom right). The T30 rise time values have

been measured from the centre contact. The units of the colour scale are nanoseconds.

the crystallographic orientation of the germanium lattice to be obtained. The assignment
of crystallographic orientation was based on these results.

In order to study the influence of crystallographic orientation effects, and allow us
to draw more conclusions on the influence of the electric field on charge collection, the polar
plots have been produced for each slice of the detector, by considering separately photopeak
events occurring in each segment of each given slice. T30, T60 and T90 polar plots for slices
A, B, C and D of the detector, are presented in figures 5.30, 5.31 and 5.32, respectively.

The response function of slice A is always different from that of the other slices.
In slice A, the T30, T60 and T90 rise times increase monotonically from the centre to the
outside of the detector, as expected considering the different electric field distribution. The

rise time values measured for events occurring close to the crystal edge, are about 14%
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Figure 5.31: T60 polar plots corresponding to photopeak events in slice A (top left), slice B
(top right), slice C (bottom left) and slice D (bottom right). The T60 rise time values have

been measured from the centre contact. The units of the colour scale are nanoseconds.

larger than in the other slices, due to the weak electric field. The rise time measured for
events occurring close to the centre, are systematically shorter. This result is a consequence
of the different path travelled by the holes, which can be collected at the front face of the
detector. The increase of the rise time along the (100) and (010) directions is clearly visible.

The rise time measured for events occurring in the other slices (B, C and D) reveal
the typical behaviour as a function of the radial distance, observed in the V-shape plot. A
marked dependence of the rise time values on the azimuthal position of the interaction is
also observed.

In order to obtain a quantitative estimate of the effects of the anisotropy on the pulse
shape rise time, the T90 values, measured from the centre contact in correspondence with

fold-1 photopeak events in any of the segments of slice B, have been plotted as a function of
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Figure 5.32: T90 polar plots corresponding to photopeak events in slice A (top left), slice B
(top right), slice C (bottom left) and slice D (bottom right). The T90 rise time values have

been measured from the centre contact. The units of the colour scale are nanoseconds.

the azimuthal angle of the interaction, ¢. Results are presented in Fig. 5.33 for two radial
distances from the centre, namely 2.4 cm and 3.2 cm. Due to the symmetrical geometry of
the detector, the variation of the rise time is a periodic function of the azimuthal angle and
an overall variation of about 15 ns, at the same radial distance, is observed. This variation

corresponds to a 25% increase in the rise time.

5.6.2 Analysis of the current pulses

As explained in section 5.2, a useful parameter for position determination is the time-to-
maximum, T\, of the current pulses. A polar plot showing the the time-to-maximum of
the centre contact current pulses as a function of the collimator position is presented in Fig.

5.34. As in the previous analysis, only fold-1 full energy events have been considered.
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Figure 5.33: Variation of the T90 rise time as a function of the azimuthal angle ¢. The angle
was measured, in degrees, starting from the boundary between sector-3 and sector-4. These
results correspond to the T90 values measured from the centre contact signal, in correspondence

with a fold-1 full energy event in slice B.

230
220
210
200
199
180
170
160
150
149
130

y [mm]

x [mm]

Figure 5.34: Polar plot showing the time-to-maximum of the current pulses measured from

the centre contact. The units of the colour scale are nanoseconds.
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As expected, the T4, which corresponds to the collection time of the electrons, is long
at the edge of the crystal and short near the centre. The sensitivity in measuring the short
time-to-maximum near the inner contact is limited by the finite sampling interval of the
FADCs and these values have the largest uncertainty.

The Tj,q. response is also influenced by crystallographic orientation effects and presents

the same behaviour observed in the T90 polar plots.

Azimuthal position information

This section describes how to determine the azimuthal position of the interaction by exploit-
ing the features of the transient charge signals. The asymmetry associated with a photopeak
event in a given segment is calculated, accordingly to equation 5.2, as the difference between
the amplitude of the transient charge signals induced in the two adjacent segments. Polar
plots showing the value of the asymmetry, as a function of the position of the collimator,
have been produced for fold-1 full energy events. The results for slice A and C are displayed
in Fig. 5.35.
Because of the geometry of TIGRE, the plots show axial symmetry. Segment A2 can be
considered as example. For interactions in the middle of the segment, the difference between
the amplitude of the image charge induced in segments Al and A3, is virtually zero. The
transient charge signals observed in Al and A3 have both the same small amplitude. The
asymmetry then increases towards the boundary with segment A1 and decreases, becoming
negative, towards the boundary with segment A3. If the interaction occurs closer to segment
A1, the image charge induced in Al is larger and that induced in segment A3 is smaller.
The measurement of the asymmetry, therefore, provides azimuthal position information.
In the middle of the detector active volume, the asymmetry plots for slice A and for slice C
present different characteristics. In slice C, at mid radii, the asymmetry is virtually zero not
only in the middle of the segment, but also in a region which extends along the azimuthal
direction. This behaviour is a consequence of the small amplitude of the transient signal
in this part of the detector. At mid radii, the contribution to the transient charge due to
the electrons and to the holes are nearly equal and they effectively cancel out. In slice A,
due to the different electric field distribution and, therefore, the different trajectories that

electrons and holes have to travel (see Fig. 2.13), such compensation is not observed.
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Figure 5.35: Polar plot showing the asymmetry distributions as a function of the position of

the collimator, measured for slice A (left) and C (right).
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Figure 5.36: Asymmetry values as a function of the azimuthal angle ¢ of the interaction,

measured on contact A2 at two different radii, namely 1.4 cm and 2.5 cm (left), and C2 at

three different radii, namely 1.4 cm, 2.5 cm and 3.1 cm (right). The angle ¢ is 0° at the

boundary between sector one and sector two, 60° at the boundary between sector two and

three.
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In Fig. 5.36 the asymmetry values are plotted as a function of the azimuthal angle
¢ of the interaction. The asymmetry was measured from contact A2, at two different radii
(1.4 cm and 2.5 cm), and C2, at three different radii (1.4 cm, 2.5 cm and 3.1 cm). In the case
of segment A2, a linear relationship between the asymmetry and the azimuthal position of
the interaction is evident both at a radial distance of 1.4 cm and at a radial distance of 2.5
cm. In the case of segment C3, the relationship is linear at 1.4 ¢m and at 3.1 cm, while at
2.5 cm, i.e. at mid radii, it shows a plateau between 24° and 46°, where it is virtually equal
to zero. This means that, at this radial distance and in this angular window the transient
charge signals cannot provide useful information for position determination. In order to
extract quantitative information from this linear dependence, the data have been fitted to
straight lines (see equations 5.19, 5.20, 5.21 and 5.22, where y; is the measured asymmetry
and z; is the angles ¢). The same assumptions discussed for the fit of rise time as a function
of the radial position are still valid. In the case of the data from segment C2 measured at a
radius of 25 mm, two different lines have been fitted to the data, one before and one after
the plateau at zero. The results are reported in Tab. 5.3.

Considering equation 5.2, the error of the asymmetry is due to the uncertainty associated

Fit for a Oa b o oy X2
[FADCu/deg.] [FADCu/deg.] [FADCu] [FADCu] [FADCuy]
Contact C2
14 mm -1.55 0.09 41 2 3.86 1.21
25 mm (¢ <24°) -1.09 0.07 28 1 3.75 1.35
25 mm (¢ >36°) 0.91 0.09 34 4 250  1.32
31 mm -1.71 0.03 57 1 2.58 1.05
Contact A2
14 mm -1.26 0.04 42 1 2.98 1.17
25 mm -1.89 0.08 64 2 4.17 1.17

Table 5.3: Asymmetry versus angular position of the interaction. The parameters extracted
from the outer contacts C2 and A2 are here reported. The notation FADCu stands for the
FADC arbitrary units.

with the measurements of the magnitude of the transient charge pulses. This uncertainty
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arises from the noise fluctuations in the baseline and was estimated to be 25 FADC arbitrary
units (recalling section 4.1.3, the peak-to-peak noise oscillations are ~12.5 mV, after a factor
5 amplification, and the FADC gain is equal to 0.5 mV /unit), as shown in Fig. 4.19. This
means that image charge amplitude smaller than 25 FADC units cannot be distinguished

above the noise level. To be precise, the error of the asymmetry should be calculated as:

O Asym = Uz%lleft + 0—124Tight = UA\/E’ (5-23)

assuming O Ay jt =0 Apigns = A- This would result in a 0 4sym of 35 arbitrary units. The value
of oy calculated following the fit, as reported in Tab. 5.3, are ten times smaller than the
estimate obtained for each individual data point. This result, again, demonstrates the need
to utilise the average information carried by all the pulse shapes corresponding to a given
position for calibrating the response function of the detector. The results reported in Tab.
5.3 show that the slope of the fit and the accuracy in determining the angle ¢ are radially
dependent. The errors on the angle (calculated from equation 5.22), which represent an
estimate of the azimuthal position resolution, vary between 1.6° and 2.0° at a radial distance
of 31 mm, between 2.6° and 4.5° at a radial distance of 14 mm and between 3.7° and 8.3°
at a radial distance of 25 mm, this last being the worse case scenario. The magnitude of the
gradient of the fit to asymmetry at different radii strongly effects the azimuthal position
resolution. Therefore at large radii this technique provide superior information. It has to
be pointed out that, at the radial distance of 25 mm and in the angular window of 22° in
the middle of the segment, it is not possible to determine the angle ¢ of the interaction.
Some examples of the achievable position resolution at three given radial distances
are presented in Tab. 5.4. It can be concluded that the radial position information provided
by the T90-T30 method in conjunction with the linear and unambiguous dependence of the

asymmetry as a function of ¢ enables one to reconstruct the 2D-position of the interaction.

Effective granularity of the detector

The effective granularity of a segmented detector is defined as the number of unique positions
that can be identified within the detector volume; it is given by the number of segments
times the number of unique positions which can be distinguished within the same segment.

In the previous sections the position resolution of the detector has been calculated and it has
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r [mm] Ar [mm] ¢ [deg.] A¢ [deg] A¢ [mm]
14.0 2.7 5° 2.6° 0.63
20° 3.2° 0.77
55° 4.1° 0.97
25.0 0.9 5° 3.7° 1.60
20° 4.0° 1.76
55° 7.6° 3.31
31.0 1.1 5° 1.6° 0.86
20° 1.7° 0.92
55° 2.2° 1.19

Table 5.4: 2D-position resolution values, calculated at the radial distances of 14 mm, 25 mm
and 31 mm. The radial position resolution (Ar) correspond to the uncertainty on the radial
position determination, while the angular position resolution (A¢) corresponds to the uncer-
tainty on the angular position determination. The results for the angular position resolution

are presented both in degrees and in millimeters.

been demonstrated that this resolution varies over the detector volume. This information
will be used to estimate the effective granularity of TIGRE.

Fig. 5.37 shows a segment of the detector, whose volume has been divided into five
parts, which have different position resolution. The position resolution of each part has
been estimated on the basis of the above discussion: (1) for radii between 4 mm and 16
mm the radial position resolution is ~2 mm and the angular position resolution is ~4°,
(2) for radii between 16 mm and 26 mm the radial position resolution is ~3 mm and the
angular position resolution is ~8°, outside the sector of 22°, in which the angular position
information is missing, (3) for radii between 26 mm and 32 mm the radial position resolution
is ~1 mm and the angular position resolution is ~2°. This means that a total of 290 unique
positions can be distinguished within a sector in the true coaxial part of the detector.

By extending the validity of this method to the other segments in the coaxial part
of the detector, a total of 290x12=3480 positions can be distinguished. The additional
information on the depth of the interaction, provided by the magnitude of the transient
charge signals along the z-direction, enables, conservatively, this number to be doubled.

The analysis performed so far has been restricted to the coaxial part of the detector, there-
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Figure 5.37: A qualitative indication of the achievable position resolution. The pixels show,
at each given position, the uncertainty in the 2D-position determination. By performing pulse
shape analysis, ~290 unique positions can be distinguished. The cube on the right part gives

an indication of the average position resolution. The figures are not in scale.

fore, no conclusions can be drawn on the closed-ended and on the back part of the detector.

An estimate of the effective granularity of the TIGRE detector in the true coaxial region is:
Gerp > [(3480 x 2)] = 6960. (5.24)

From this result, the average size of a cube representing the volume in which the position
of the interaction can be resolved (i.e. the 3D-position resolution) has been qualitatively
estimated. According to the azimuthal position information obtained from the analysis of
the transient charge signals, it should be possible to identify at least four unique positions
along the depth of the detector. In this assumption, an effective granularity of 13920 is
obtained. This means that a cube of dimension ~2x2x2 mm? can be identified.

In order to provide qualitative visual evidence of the feasibility of the method, 2D-
matrices have been produced at the nine positions of the collimator sketched in Fig. 5.38.
The analysis has been restricted to fold-1 full energy events occurring in segment B2 and C2.
Nine 2D-matrices were produced by plotting, for all the pulse shapes corresponding to each

given position, the time-to-maximum of the current pulses measured from the centre contact
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Figure 5.38: The nine collimator positions within sector two considered in the analysis.
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Figure 5.39: 2-dimensional position response of sector 2: the time-to-maximum of the current
pulse is plotted against the asymmetry for the nine positions of Fig. 5.38. The spatial coordi-
nates of each position are indicated on the top and on the right hand side of the graph. The
highlighted areas indicate the general trend of the data.
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Figure 5.40: 2-dimensional position response of sector 2: the T30-time is plotted against
the T90-time for the same nine positions of the scanning table. The spatial coordinates of
each position are indicated on the top and on the right hand side of the graph. The spatial
coordinates of each position are indicated on the top and on the right hand side of the graph.

The highlighted areas indicate the general trend of the data.

against the asymmetry value. Results are presented in Fig. 5.39. The time-to-maximum,
differently from the T90 time, increases monotonically as a function of the radial distance,
therefore it enables the position to be unambiguously determined.

For each pulse shape, the 2D-position of the interaction arises from the position occupied by
the (Asym, Tinaz) point on the 2D-plot. The average interaction position, which corresponds
to the position of the collimator, is represented by the point on the plot with the largest
number of counts. For each 2D-plot in Fig. 5.39, a circle of constant area has been drawn
around the position, which is believed to represent the average interaction position. Indeed,
the lack of a grouping procedure in incrementing the matrices results in very low statistics:
the maximum channel contains only ~10 counts.

A visual inspection of the plots shows evidence that the circle moves depending on the
angular and radial position. In the representation of Fig. 5.39, the plots corresponding to

x=14mm have the same T},4, (~200 ns), being at nearly the same radial distance from the
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centre, but very different Asym (-50 for y=32 mm, 0 for y=38 mm and 50 for y=44 mm);
for the same reason, the plots corresponding to x=22 mm have the same T},4; (~150 ns)
but no useful information is contained in the Asym (in the central part of the segment);
the plots corresponding to x=30 mm have the same T4, (~110 ns) and different Asym
(azimuthal position information is recovered at smaller radii).

Similar results are presented in Fig. 5.40, where the T30 time is plotted against
the T90 time for charge pulses measured from the centre contact signal. The three plots
corresponding to x=14 mm and the three plots corresponding to x=30 mm have all very
similar T90 (~190 ns), being at two radial positions which are symmetrical with respect to
the middle of the active volume, but have different T30 (T30 ~50 ns for x=14 mm and T30
~40 for x=30 mm). The plots corresponding to x=22, instead, show a shorter T90 (~170
ns).

Although the plots of figures 5.40 and 5.39 show evidence of the relationship between
the parameters extracted from the pulse shape and the position of the interaction, the above

discussion is purely qualitative.
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Chapter 6

Conclusions

The development of a new detection system is required in y-ray spectroscopy experiments
in order to study the structure of exotic nuclei produced in radioactive ion beam (RIB)
reactions. This system will consist of many highly sensitive HPGe detectors, which will
provide superior energy and position resolution. The new detection technique will be based
on the concept of y-ray tracking, requiring the use of digital signal processing electronics
for the analysis of the preamplifier signals. In this work, the performance of a highly
segmented HPGe detector has been characterised and a pulse shape analysis algorithm has
been developed. The principal aim of the analysis was to determine experimentally the
position resolution of the detector. This information is fundamental for the development of
v-ray tracking techniques.

The developed algorithm enables the response of the detector to be calibrated as
a function of the interaction position. The algorithm is based on the analysis of the pulse
shape leading edge and on the extraction of meaningful parameters, such as the T90 rise
time, the T30 rise time and the asymmetry in the amplitude of transient charge signals.
The T90 rise time has been used to extract the radial position of the interaction, with an
ambiguity arising from a similar value given by interactions occurring at the two positions
which are symmetric with respect to the centre of the segment. The T30 rise time has
been used to resolve the ambiguity and to obtain a unique radial position determination.
Once the radius is known, by choosing the appropriate fit from the asymmetry data, the
azimuthal position of the interaction can be recovered.

The use of a collimation system precludes the calibration on an event-by-event basis
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and requires an average to be made over a number of data points. This was achieved by
extracting all the pulses stored at a given position, enabling the average position of the
interaction (which corresponds to the collimator centre) to be reconstructed.

It has been demonstrated that pulse shape analysis techniques provide a powerful
tool for position determination and that the response function of the detector depends on
the position of the interaction. The position resolution ranges between 0.6 mm and 3 mm
in radius, and between 2° and 8° in azimuthal angle. The position resolution achieved in
the most sensitive part of the detector satisfies the requirement of 1 mm for efficient ~-ray
tracking.

The effective granularity has been calculated for one segment in the true coaxial
part of the detector. At least 580 unique positions could be unambiguously identified. Due
to the cylindrically symmetric geometry of the detector, the results can be extended to all
the segments in the coaxial part. This results in a total of 6960 distinguishable positions
in the slices B and C. The results cannot be extended to the closed-ended and back parts
of the detector (ring A and D) due to the difficulties arising from the complex electric field
configurations.

The characteristics of the charge collection process in the coaxial and in the closed-
ended part of the detector have been experimentally investigated. Evidence for an anisotropy
in the drift velocity of the charge carriers, and the consequent crystallographic orientation ef-
fects, have been shown. The problems arising from the weak electric field in the closed-ended
part of the detector can be reduced by over-biasing the detector, i.e. by the application of
an increased high voltage. This will result in an improved electric field at the front corners

and therefore result in better charge collection performance.

6.1 Future work

In order to calculate the 3D-position resolution of the detector, a scan should be performed
along the length of the detector. The additional position information along the z-direction,
in conjunction with the 2D-position information, would provide an appropriate number for
the effective granularity of the detector.

In order to calibrate the detector response on an event-by-event basis, a coinci-

dent measurement needs to be performed [Vet00]. This measurement has the advantage of
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providing precise position determination; however this is achieved with low statistics and
requires very long measurement time.

An in-beam test of the TIGRE detector should be performed. The aim of the
experiment would be to prove the feasibility of performing y-ray tracking, by the capability
of Doppler correction. From the Doppler correction of y rays emitted in flight, the accuracy
in determining their entry point in the detector will be measured. This experiment was

successfully performed with the MARS prototype detector [Kr602].

135



Appendix A

Monte Carlo simulation

In this work simulation calculations have been performed using the Monte Carlo codes
MCNP [Mcn94] and GEANT 3.21 [Gea94]. This section concerns the results obtained us-
ing GEANT.
GEANT is a detector description and simulation tool, which simulates the passage of ele-
mentary particles through matter, enabling particle tracking to be performed. The simula-
tion provides the energy and the coordinates of each individual interaction point, required
by the absorption of a v ray in a solid medium.
The principal aim of the simulations was to investigate the theoretical response of the detec-
tor to a known incident y-radiation field and to set an upper limit on the position resolution
which can be achieved with the developed pulse shape analysis method. Information on the
localisation of individual interaction events and comparison with experimental observables
such as the number of segments firing (fold) and the peak-to-total ratio will be presented.

In the calculations, the geometry of the TIGRE detector has been considered. The
bulletised corners at the front face and the hole for the centre contact have been included
in the definition of the volume, while the effects of the boron and lithium contacts and of
the aluminium can which hosts the crystal have been neglected. A picture of the simulated
geometry is illustrated in Fig. A.1. The detector has been placed into a cubic vacuum
volume where the transport of the radiation has been confined.

In order to reproduce the collimated radiation source utilised in this work (see section
4.1.3), an isotropic, mono-energetic source has been considered. The source was placed on

the symmetry axis of the detector at a distance of 16 cm from the detector front face and
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Figure A.1: Geometry of the detector calculated in the simulation.

the emitted photons have been focused into a cone of 2 mm diameter. Calculations have
been carried out at different y-ray energies, from 100 keV to 2 MeV. In order to ensure
statistically significant results, a minimum of 10> events has been considered in each run.

The statistical uncertainty of the results is typically less than 10%.

A.1 Characteristics of photon interaction

The interactions of primary interest for spectroscopic studies are v rays fully absorbed in
the detector volume (photopeak events), therefore only these events will be considered in
the analysis.

The fraction of photopeak events to the total number of events interacting in the
detector has been calculated as a function of the y-ray energy. Results are reported in Fig.
A.2. As the y-ray energy increases, the probability that a v ray will Compton scatter out
of the detector increases and the number of v rays fully absorbed in the detector decreases.
In the context of this work, at 662 keV approximately 32% of incident events are fully
absorbed in the detector.

The number and the type of interactions leading to a photopeak event has been

investigated as a function of the v-ray energy. In figure A.3 the fraction of the possible
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Figure A.2: Fraction of full energy events as a function of the y-ray energy. Uncertainties in

the measurements are statistical and typically <10%.

interaction chains is plotted as a function of the photon energy. At low energies, the
interaction process mainly consists of a single photoelectric absorption at the first interaction
point. The photoelectric effect is the dominant process until about 170 keV, at this energy
a sharp transition between single and multiple events can be distinguished. At higher
energies the photon absorption requires more than one interaction (between 3 and 4 at
1 MeV), typically a few Compton scatters followed by the final photoelectric absorption.
At about 220 keV events which are single photoelectric, single Compton plus photoelectric
and multiple Compton plus photoelectric have roughly the same strength. As the energy

increases, multiple Compton events become most probable.

A.1.1 Fold distributions

Since the number of interactions required by the absorption of a « ray varies depending on
the y-ray energy and the mean free path between interactions ranges from a few millimeters
to a few centimeters, Compton scattering between adjacent segments in the TIGRE detector
is very likely. Typically, a 662 keV ~ ray is absorbed in 2-3 interactions.

The number of segments that fire in coincidence is defined as the fold. The Monte Carlo
code was used to produce a simulated fold distribution. The fold multiplicity depends on

the number of interactions which each v ray undergoes, and hence on the y-ray energy.
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Figure A.3: Relative strength of possible interaction mechanisms leading to a full energy event

in the TIGRE detector.

The results are displayed in figure A.4 at various energies for both photopeak and
partially absorbed events. If all the events are considered, the dominant contribution to
the fold distribution comes from fold-1 events, and for higher energies the contribution at
higher fold increases. If only photopeak events are considered, the fold distribution above
500 keV consists mainly of fold-2 events. The ratio of fold-2 to fold-1 events increases as the
energy increases. Even at very high energy, events with fold higher than four contribute less
than 1% to the photopeak. For this reason, add-back events up to fold-4 can be considered

significant.

A.1.2 Energy distribution

In this section, the distribution of the event energy among the individual interactions will be
discussed. The localization of the energy deposition allows a limit to be set on the position
resolution which can be achieved utilising the developed pulse shape analysis method. In
section 5.4 the concept of first and main interaction was introduced. Recalling the work of
Palafox [Pal97], the following analysis is focused on understanding how well the coordinates
of the first interaction point can be determined by measuring the position of the main
interaction. This knowledge is necessary in order to reconstruct the entry point of the

ray and to enable a Doppler broadening correction to be performed. Strictly, only for v-ray
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Figure A.4: Fold distribution at various y-ray energies.

events, in which the first is also the main interaction, the entry point can be unambiguously
determined.

Fig. A.5 shows the fraction of full energy events, where the first interaction is also
the main interaction, plotted against the energy of the incident 7 ray. The definition of the
scattering angle between the two interactions is shown in Fig. A.6. At low energy (100 keV),
for most the events, the first interaction is also the main interaction, since the absorption of
the ~ ray is dominated by the photoelectric effect. As the energy increases, the fraction of
events where the first interaction is also the main one decreases; this is because the number
of interactions required for the full absorption of the v ray increases and the energy can
be spread over a larger number of interactions. Above 500 keV the fraction of such events
starts increasing again; only events which deposit a large fraction of their energy in the first
interaction would contribute to a full energy event.

If the first interaction is not the main interaction, the accuracy in the determination of the
entry radius of the y ray is limited by the radial distance between the first and the main
interaction. In figures A.7 and A.8, the average distance between the first and the main
interaction and their angular separation are presented as a function of energy. Linear and

angular distance show the same trend. The distance rises steeply with the energy, reaching
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Figure A.5: The fraction of full energy events where the first interaction is also the main

interaction is plotted versus the energy of the incident v ray.
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Figure A.7: Average distance between the first and main interaction for full energy events in

which the first interaction is not the main interaction.

a plateau value of ~8 mm linear and ~12° angular, above 500 keV. This factor limits the
position resolution which can be achieved if no y-ray tracking is used to determine the

scattering sequence of the v ray.

Segment energy distributions

The segment energy distribution across coincident segments has been investigated. The
aim of the analysis was to determine a criterion, based on the observation of the energy
distribution, which enables one to identify for multiple hit events the segment hosting the
first interaction in order to perform a better Doppler broadening correction.

The fraction of events in which the first interaction segment (FIS) corresponds to
the main interaction segment (MIS) has been calculated for fold-2, photopeak and partially
absorbed events. The results shown in Fig. A.9 show that, as the energy increases, the
fraction of events in which the FIS is also the MIS increases, and for energies above 500
keV the FIS is most likely to be the one with the greatest fraction of the initial v-ray
energy; above this energy the FIS corresponds to the MIS for about 80% of the photopeak
events. The systematic difference, above 200 keV, between the fraction of photopeak and
the fraction of partially absorbed events is due to the different efficiency in detecting high
energy photons: at high energy, only events where one of the early Compton scattering

releases a big fraction of the initial energy become full energy events.
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Figure A.8: The average angular separation between the first and main interaction, for full
energy events in which the first interaction is not the main interactions. The angular separation

was calculated by considering a source-detector distance of 16 cm.

Ring A B C D
Fraction of first hit events [%] 44 27 18 11

Table A.1: Fraction of events having the first interaction in a given slice.

It can be concluded that, for fold-2 events, at low energy (below 500 keV) the
segment with the lowest energy is the FIS, at high energy (above 500 keV) the segment
with the highest energy is the FIS and at intermediate energy (around 500 keV), due to the
large distribution of the energy deposition, it is not possible to identify the FIS from the
energy distribution.

Knowledge of the entry point of a -ray photon in the detector volume is required
in order to calibrate the PSA algorithms. Following the first interaction - ray will scatter
over a large angle ¢, leading to a loss of the known position information. Due to the good
intrinsic electric field in slices B and C in the detector volume, the experimental calibration
has been restricted to these slices. In order to predict the fraction of events with the first
interaction in a given slice, a simulation has been carried out. The results are shown in
Tab. A.1. It was concluded that the fraction of events having the first interaction in the

coaxial part of the detector would have been statistically significant. This means that the
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Figure A.9: Fraction of fold-2 events where the first hit segment is also the segment in which
most of the initial y-ray energy has been released. Both all events and only photopeak events

have been considered.

developed pulse shape analysis algorithm could be tested on a significant sample of data.

A.2 Comparison with the experimental measurements

In this section, the response of the TIGRE detector to collimated radiation will be investi-
gated, by comparing simulated and experimental results. A source in the centre of sector
one, at a distance of 8 cm, has been considered. The peak-to-total (P/T) has been defined
ad hoc as the ratio of the events in the 662 keV channel to the total number of counts in
the whole spectrum.

Hit pattern results are presented in Tab. A.2. The simulated and the measured
values agree well (the maximum discrepancy is ~2%) and show the same trend.

The fold distribution results are presented in Tab. A.3. The experimental and the
simulated values show the same trend but a maximum discrepancy of ~6%, arising from the
fact that in the Monte Carlo calculation the electric field distribution was not considered.
In the simulation, the fold distribution has also been obtained for all the events occurring
in the detector, even if not fully absorbed. These results have not been compared with
the experimental measurements because the experimental setup was not appropriate (the

threshold for the data acquisition trigger was set just below the 662 keV ~y-ray line). The
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Segment Fraction of Events [%] Segment Fraction of Events [%]
Simulated  Experimental Simulated  Experimental
Al 27.3  25.0 C1 153 16.7
A2 2.0 1.7 C2 2.7 1.5
A3 0.5 0.8 C3 20 06
A4 04 0.8 C4 08 0.7
A5 05 1.2 C5 20 11
A6 2.0 4.2 C6 2.7 41
B1 204 18.1 D1 94 10.6
B2 26 14 D2 21 14
B3 0.7 0.5 D3 09 0.6
B4 06 0.5 D4 08 0.7
B5 0.7 0.9 D5 09 1.2
B6 25 33 D6 2.1 23

Table A.2: Hit pattern distribution at 662 keV.

fold distribution table shows that >70% of the fully absorbed events have triggered more
than one segment, this means that a large fraction of photopeak events consists of scattered
events between several segments.

In Tab. A.4 add-back results are presented for the sum of different contributions to the

total fold. The experimental and theoretical spectra are shown in Fig. A.10. The results

Fold | All events [% Photo-peak events [%)]
Simulated Simulated Experimental

1 48.7 33.8 289
2 34.0 394 338
3 13.3 19.9 21.2
4 34 5.7 10.3
5 0.6 1.0 4.0

6 0.06 0.1 1.2

Table A.3: Fold distribution at 662 keV.
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Figure A.10: Simulated (left) and experimental (right) add-back spectra for different fold

activated.

manifest typical behaviour for add-back spectra, with very few counts at low energy where
Compton scattering is not important.

From these results it can be concluded that a large improvement in the peak-to-total ratio

Fold P/T [%] Peak counts
Simulated Experimental | Simulated Experimental
1 34 45 31525 1032342
2 57 59 36774 1338307
3 73 73 18516 612691
4 83 83 5368 142387
5 89 89 959 18757

Table A.4: Peak-to-total ratio for different fold activated. Fold one event corresponds to the
energy spectrum in all the germanium crystal if only one contact is involved in the y-ray event,
while fold two (three, etc.) corresponds to the energy spectrum recovered by adding-back the

two (three, etc.) partial energies deposited in the segments involved in the v-ray event.

is obtained by summing the energy deposited in coincident segments and that up to four

segments should be considered in the add-back spectrum.
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